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Abstract

We propose a method to reconstruct, complete and se-
mantically label a 3D scene from a single input depth im-
age. We improve the accuracy of the regressed semantic 3D
maps by a novel architecture based on adversarial learn-
ing. In particular, we suggest using multiple adversarial
loss terms that not only enforce realistic outputs with re-
spect to the ground truth, but also an effective embedding of
the internal features. This is done by correlating the latent
features of the encoder working on partial 2.5D data with
the latent features extracted from a variational 3D auto-
encoder trained to reconstruct the complete semantic scene.
In addition, differently from other approaches that operate
entirely through 3D convolutions, at test time we retain the
original 2.5D structure of the input during downsampling
to improve the effectiveness of the internal representation
of our model. We test our approach on the main benchmark
datasets for semantic scene completion to qualitatively and
quantitatively assess the effectiveness of our proposal.

1. Introduction
Inspired by the way humans can imagine the structure of

a room by looking at an image, we propose an algorithm
that reconstructs the entire scene geometry and semantics
from a single depth image. By directly reconstructing the
scene from one view, the challenge is to plausibly complete
the scene in place of the hidden structures that are not vis-
ible from the input depth image. To this end, we utilize
a learning strategy that allows the algorithm to simultane-
ously perceive the objects in the scene and use its contextual
shape to fill the hidden structures. In addition, we simulta-
neously estimate a semantic segmentation of the completed
3D scene geometry.

Reconstructing the environmental information in 3D
space from a single viewpoint is relevant for a lot of tasks in
the field of augmented reality [24], robotic perception [14]
and scene understanding [15], where users and autonomous
agents often have only a limited set of observations of the
surrounding, and would benefit from a complete semantic
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Figure 1: The input depth image and the output semantic
3D reconstruction.

reconstruction of the scene geometry. To push the scientific
effort along these directions, recently large-scale bench-
mark datasets, such as SUNCG [22], NYU [20], Scan-
Net [5] and SceneNet [8], have been proposed to evaluate
different visual scene understanding tasks including those
of scene completion and semantic segmentation.

A few methods have recently been proposed in the di-
rection of 3D shape completion. In particular, SSCNet [22]
demonstrated good results in the joint task of scene comple-
tion and semantic segmentation by means of a CNN [23, 9].
They encode the depth image into volumetric space us-
ing the Truncated Signed Distance Function (TSDF) from
KinectFusion [17]. Differently, 3D-RecGAN++ [26] sug-
gests using an adversarial approach to learn how to realisti-
cally complete partial object shapes from common classes.
Generative models have also been proposed to generate 3D
data directly from 2D images such as the 3D Inductor [7].

In this work, we focus on the data acquired from depth
cameras, with the goal of reconstructing and semantically
labeling the whole scene from one single range image. As
a scene may contain small objects and complicated shapes,
we apply a generative adversarial model for this semantic
completion task. Combined with an encoder and a gen-
erator, our architecture uses depth images directly as the
input information and generate 3D volumetric data whose
elements are labeled with object categories. Specifically,
we use two discriminators to train the architecture to back-



project the depth information into the 3D volumetric space
with semantic labels. One discriminator is used to optimize
the entire architecture by comparing the reconstructed se-
mantic scene with the ground truth. Since the 3D variational
auto-encoders models the latent features of the volumetric
data very well, we designed our architecture such that our
encoder for depth images learns similar latent features. To
do so, we introduce another discriminator for optimizing the
learnt latent features.

To summarize, we have two main contributions. Firstly,
we propose the first generative adversarial network aimed
at semantic 3D scene completion, and we demonstrate how
the adversarial approach is a meaningful choice for the task
at hand. Secondly, we enforce adversarial learning not just
on the output reconstruction, but also on the latent space
to improve the quality of the results. We evaluate our ap-
proach on the main benchmark dataset for semantic scene
completion to qualitatively and quantitatively assess the ef-
fectiveness of our proposal.

2. Related work
Being particularly difficult and training intensive, the

task of shape completion from 2.5D has only, with the re-
cent explosion of deep learning, started to become a main
research trend in the community. SSCNet [22] proposes a
CNN-based architecture that carries out jointly the 3D scene
completion and the semantic labeling from a single depth
image. A voxel-wise softmax loss function is proposed as
the optimizer for learning semantic segmentation of volu-
metric elements. For training, the method assumes to know
the viewpoint as well as the alignment of the depth maps
and the reconstructed volumes to a common 3D reference
frame. Differently, our approach drops such assumptions
and can work without the information regarding the cam-
era pose or the global alignment. On a different task, 3D-
RecGAN++ [26] suggests learning a 3D adversarial gener-
ative model to complete partial 3D shapes of common ob-
ject classes. The use of the adversarial loss is motivated to
provide realistic and plausible interpolations of the missing
shape parts.

Scene and object completion has been investigated also
from RGB data. MarrNet [25] proposes to reconstruct 3D
object from 2.5D sketches with normal, depth and silhouette
information extracted from 2D images. Inspired by Mar-
rNet, the encoder of our architecture is mainly composed
of 2D convolutional operators while the generator is mainly
composed of 3D deconvolutional operators. The difference
lies in the fact that the latent variables of our model are
learned to be similar to the feature extracted from a 3D VAE
trained on the complete volumetric data.

PointOutNet [6] proposes an encoder-decoder deep ar-
chitecture to complete 3D objects from RGB images in the
form of 3D coordinates. 3D-R2N2 [3] tries to reconstruct

a volumetric representation of an object from an RGB im-
age by training a recurrent neural network over a latent
representation of the RGB data. In addition, by combin-
ing scene reconstruction and GAN, 3D-Scene-GAN [27] is
introduced for reconstructing complicated 3D scenes from
RGB views with mesh and texture by applying a discrimi-
nator to distinguish between the rendered 2D images of the
scene and real ones.

On a different topic, feature representations for gen-
erative models has been often deployed for reconstruc-
tion tasks, e.g. by means of Variational Auto-Encoders
(VAE) [1, 13] and conditional VAE (CVAE) [12, 21], which
are two popular methods to learn features from an input data
in continuous latent spaces trained via variational inference.
3D VAE [2] is also introduced by replacing 2D convolu-
tional kernels with 3D kernels for auto-encoding voxel data.

3. Semantic reconstruction
The semantic reconstruction algorithm takes a single

view of the scene, depicted by a depth image x, to pre-
dict its 3D volumetric representation y. The voxels of y
are semantically labeled with Nc object classes, denoted as
an Nc × 1 one-hot vector, i.e. a binary vector where one of
its element has a value of 1 to indicate the object category
while the other elements remain zero. Considering that the
image has a limited view of the entire scene, constrained
by the sensor’s viewpoint, the objective of our deep learn-
ing approach is also to complete the scene by revealing the
hidden structures that are not visible in the input. There-
fore, simulateneously learning the geometric structure and
the semantic information allows the algorithm to learn the
contextual cues that can in turn represent the objects in the
reconstruction.

Specifically, the depth image is a 640 × 480 image that
represents the z-axis of the camera coordinate system. As
input to our deep learning architecture, this image is down-
sampled to 320 × 240 in order to conserve GPU memory.
The resulting volumetric reconstruction is represented by
Nc grids of size 40 × 80 × 80 filled with binary elements
presenting the labels for each of the Nc objects. For sim-
plicity, we denote this 4D data as 40× 80× 80×Nc.

From the depth image to the 3D volume, our architecture
is a concatenation of an encoder Edep with 2D convolutional
operators that convert the input depth image into a lower-
dimensional latent feature ldep; and, a generator G with 3D
deconvolutional kernels that takes ldep to build the semantic
reconstruction. This architecture is illustrated in Fig. 2.

Encoder for depth image. The encoder Edep compresses
the depth image into a feature in the latent space. Its ar-
chitecture is a concatenated network that sequentially com-
bines 2D convolutional layers and max-pooling layers. The
operators for the paired convolutional and pooling layers
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Figure 2: Deep architecture for the semantic reconstruction in Sec. 3 and for the training procedure in Sec. 4. The former is
the concatenated architecture of the encoder Edep and the generator G reconstructs from the depth image to a voxel data while
the latter is the concatenated architecture of Evox and G is a 3D variational auto-encoder [2] for self-reconstruction.

are 2D convolutional kernels with, respectively, the size of
3× 3 and stride of 1× 1 and the size of 2× 2 with stride of
2 × 2. Each of these paired layers is processed by a leaky
ReLU activation function [16]. Therefore, the output of ev-
ery ReLU activation is a multi-channel 2D image. After six
convolutions operations, the result is an 80-channel 5 × 3
image which is reshaped into a set of 3D volume of size
5× 3× 5× 16. The output of the encoder represents the la-
tent feature ldep of the semantic reconstruction architecture.

Generator. With the goal of regressing the semantic re-
construction, the generator G unwraps the latent feature to a
higher dimensional voxel data. We assemble the generator
with 3D deconvolutional layers with the size of 3×3×3 and
stride of 2×2×2 which are processed by the ReLU function
as activation. After four deconvolutional layers, the output
of the generator is the voxel-wise classification y. By doing
this, y is presented in the shape of 80× 48× 80×Nc.

4. Architecture for training
Although our semantic reconstruction algorithm in

Sec. 3 could be optimized only with encoder Edep and gen-
erator G, the performance after training this way is subpar
(see Sec. 7.1). Hence, we include three components during
the training process to improve the performance – (1) the
encoder for the voxel data, (2) the discriminator for the re-
construction and (3) the discriminator for the latent features.

Specifically, we introduce another encoder Evox to extract
the feature lvox such that the latent feature from the encoder
Edep is driven to be similar to a feature extracted from Evox.
Thus, a discriminator Dl is used to optimize this similarity
as illustrated in Fig. 3 and consequently updates the param-
eters in Edep. Notably, Evox is optimized together with the
generator G as a 3D variational auto-encoder (3D VAE) [2]
to learn meaningful weights from training samples repre-
senting complete 3D semantic volumes.

(b) Latent Features
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Figure 3: Variables associated to each discriminator.

Encoder for the voxel data. Since reconstructing from
one image has a restrictive view of the scene, we want to
make the latent features ldep, extracted from the depth im-
age, to be similar to the complete volumetric data in order to
incorporate structures that are not visible from the input. We
introduce another encoder Evox to extract the feature lvox into
the architecture for learning. The input of Evox is the ground
truth volumentric data with semantic labels such that all the
operators in its architecure are 3D convolution kernels with
the size of 3×3×3 and stride of 2×2×2 as shown in Fig. 2.
The last layer of the encoder Evox produces 16 blocks. The
size of the output from Evox is set to be the same as Edep
because we want to make the latent representation of the
input depth images to be as similar as possible to that of
the ground truth volumetric representations. Thus, measur-
ing the similarity between ldep and lvox is possible because
the latent representation compresses the results for both the
depth and voxel data. As illustrated in Fig. 2, the latent fea-
tures from both the encoders Edep and Evox go through the
same generator G to predict semantic volumetric data.

Discriminator for the reconstruction. Encouraged by
the benefits of the generative models trained with adver-
sarial techniques [4], we introduce the discriminator Dvox
in training to optimize our semantic reconstruction by com-
paring our prediction against the ground truth as shown in
Fig. 3. The architecture of Dvox is similar to the encoder
Evox except for the last layer. In Fig. 4 (a), all the four 3D
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Figure 4: Architecture of the two discriminators.

convolutions have 3×3×3 kernels with stride of 2×2×2.
Then, the output of the last convolutional layer with the size
of 5×3×5×16 is reshaped to a vector of 1200 dimensions.
This is processed by three fully-connected layers with out-
put sizes, respectively, of 256, 128 and 1. Hence, the final
logit is a binary indicator to determine whether the predicted
volumetric data is the expected ones or not, which is widely
used in GAN [19].

Discriminator for the latent features. Since the output
of Edep and Evox are passed to the same generator G, the
resulting latent feature from the depth image ldep is driven
to be similar to the feature extracted from the ground truth
volumetric data lvox. We introduce another discrimina-
tor Dl aiming at distinguishing the latent descriptors illus-
trated in Fig. 3 and consequently updating the parameters in
Evox. As input to Dl, the latent variables are reshaped from
5 × 3 × 5 × 16 to a vector of 1200 dimensions. The ar-
chitecture of Dl in Fig. 4 (b) is constructed purely by three
fully-connected layers with output sizes of 256, 128 and 1.
Finally, the output of the discriminator is also a logit where
1 indicates that the latent feature from the depth image is
similar to the feature of the 3D VAE; otherwise, the value is
zero.

5. Optimization

The goal of the optimization is to enforce the latent fea-
tures from the depth image (ldep) and the predicted recon-
struction (y) to resemble the latent features of the 3D VAE
(lvox) and the ground truth volumetric data (t), respectively.
Since the architecture for the semantic reconstruction and
the 3D VAE share the same generator (see Fig. 2), we dis-
tinguish their results by denoting yx as the prediction from
the semantic reconstruction while yt from the 3D VAE.

Loss functions. When we solely consider the semantic re-
construction architecture (see Sec. 3), the loss that compares
the prediction and the ground truth for all the Nc objects is

represented as

Lx→y(Edep,G) =
Nc∑
c=1

[ε(yx(c), t(c))] (1)

where we define the per-object error as

ε(q, r) = −γr log q − (1− γ)(1− r) log(1− q) (2)

with γ as the hyper-parameter which weighs the relative
importance of false positives against false negatives. Con-
sequently, the error penalizes when the prediction and the
ground truth are distinct.

To further improve the reconstruction performance using
GAN (see Sec. 4), we include an adversarial loss

LGAN-y(Edep,G) = − log(Dvox(yx)) (3)

based on the trained discriminator Dvox that optimizes the
semantic reconstruction architecture by updating the param-
eters of its encoder and generator. On the other hand, train-
ing for the parameters in Dvox entails a loss function

LGAN-y(Dvox) = − log(Dvox(t))− log(1−Dvox(yx)) (4)

so that the discriminator Dvox could be further optimized to
be capable of distinguishing the generated volumetric data
from the ground truth.

As for the 3D VAE, we can train this architecture by min-
imizing a loss similar to (1). However, since we use the
ground truth reconstruction as the input, the loss function

Lt→y(Evox,G) =
Nc∑
c=1

[ε(yt(c), t(c))] (5)

enforces the predicted reconstruction yt to be similar to its
input. By training with variational inference by optimizing
the evidence lower bound (ELBO) [1, 13], the latent vari-
ables are distributed in a simple Gaussian distribution.

In reference to semantic reconstruction architecture, the
3D VAE influences the latent variable ldep to be as similar



to lvox as possible by using discriminator Dl to determine
whether ldep is presented similar to lvox. Therefore, similar
to Dvox, optimizing the similarity between the latent fea-
tures uses another discriminator Dl such that the loss func-
tion to update the encoder Edep is

LGAN-l(Edep) = − log(Dl(ldep)) (6)

while training for Dl involves

LGAN-l(Dl) = − log(Dl(lvox))− log(1−Dl(ldep)) . (7)

Minimization. Now that we have all the loss functions,
our optimization is defined as a combination of five compo-
nents. The first two are based on the architecture for training
in Fig. 2. From the depth image x and the ground truth t,
we separately train them one after the other for the samples
in a mini-batch with

min(Lx→y(Edep,G)) and (8)
min(Lt→y(Evox,G)) (9)

so that the parameters of the architectures are updated alter-
natively. At the same time, the variational inference sets a
constraint on the latent variables as a Gaussian distribution
which makes it easier for the output of both of the encoders
to match with each other.

Assuming that the discriminators are trained, we can fix
their parametric model in order to update the encoder to
move towards

min(LGAN-l(Edep)) (10)

while update both the encoder and the generator toward

min(LGAN-y(Edep,G)) (11)

which are also optimized alternatively.
Finally, the two discriminators are trained by minimizing

min(LGAN-y(Dvox)) and (12)
min(LGAN-l(Dl)) (13)

such that the former is used to penalize poorly reconstructed
voxel data in reference to the ground truth while the lat-
ter makes the latent codes computed from the depth image
similar to the latent feature extracted from a well trained
3D VAE. Notably, the discriminators are updated when the
accuracy in distinguishing the generated outputs are lower
than specific level [4]. We set this threshold to 15% in our
experiments.

In practice, we use the Adam optimizer [11] with a learn-
ing rate of 0.0001.

6. Implementation details

We use the paired depth image and semantically labeled
volumes provided by SUNCG [22] and NYU [20]. The size
of volumetric data with the object labels is 240 × 240 ×
240 × Nc where Nc is set to 12. Due to the limited GPU
memory, we down-sample the data to 80 × 48 × 80 × Nc

by max-pooling with 3× 3× 3 kernel and 3× 3× 3 stride.
In this manner, the original volumetric data is presented in a
space with a lower resolution which is suitable for training
in a single GPU with no more than 12 GB memory. In our
experiments, we use a single NVIDIA TITAN Xp for train-
ing and the batch size is set to be 8. The depth images are
also resized from 640 × 480 to 320 × 240 with a bilinear
interpolation.

The 12 object classes in our experiments are based on
SUNCG [22] that includes: empty space, ceiling, floor,
wall, window, door, chair, bed, sofa, table, furniture and
small objects. Since the ratios of samples in each cate-
gories are not balanced, we redesign the evaluation strategy
in Sec. 7 to concentrate on reconstructing important objects
in the indoor condition with small amount of voxels such as
furnitures and small objects.

7. Experiments

We evaluated on the SUNCG dataset [22] that includes
pairs of depth images and the corresponding semantically
labelled 3D reconstructions.

Evaluation Strategy. Considering that this dataset is for
the indoor environments, over 90% of the reconstructed
scene is empty. Then, when we exclude the empty spaces,
simple structures such as the wall, floor and ceiling dom-
inate the voxels in the scene. This means that the ratio
of the number of voxels for different object classes is not
balanced. For instance, we noticed that the SUNCG test
sets [22] do not have enough small objects and furnitures.
In this case, if the learned architecture enhances its ability
to predict the empty spaces and the simple structures, their
accuracy is significantly higher than the results predicted by
an architecture that focuses on distinguishing the other ob-
ject classes.

Since the ratio of voxels for small objects and furnitures
in the training dataset are higher than the one in the test
set in SUNCG [22], we design a 10-fold cross validation
by splitting the training data which was introduced by [10].
The entire dataset is divided into ten folds with the same
amount of samples, the evaluation procedure then uses 1 of
the 10 folds as the test set and the remaining 9 as the training
dataset. Thereafter, the final result is the average of the ten
evaluations.



empty ceil. floor wall win. door chair bed sofa table furn. objs. Avg.

3D VAE [2] 49.3 26.1 33.2 29.7 14.4 4.6 0.7 16.4 13.9 0.0 0.0 0.0 30.8
3D-RecGAN++ [26] 49.3 32.6 37.7 36.0 23.6 13.6 8.7 20.3 16.7 9.6 0.2 3.6 36.1
Ours without Dl 49.6 42.0 35.9 44.8 28.5 25.5 15.4 28.6 20.1 21.5 11.5 6.5 42.7
Ours without Dvox 49.6 39.0 35.7 43.4 26.8 23.8 18.5 29.2 22.4 16.8 10.4 5.3 41.7
Ours (Proposed) 49.7 41.4 37.7 45.8 26.5 26.4 21.8 25.4 23.7 20.1 16.2 5.7 44.1

Table 1: Semantic scene completion results on the SUNCG test set with depth map for IoU in percentage.

empty ceil. floor wall win. door chair bed sofa table furn. objs. Avg.

3D VAE [2] 99.6 18.8 68.9 63.6 25.0 8.5 4.2 16.4 9.5 1.3 0.4 2.6 65.6
3D-RecGAN++ [26] 99.9 21.5 76.2 78.8 31.9 15.3 8.1 18.7 10.2 2.9 1.4 4.3 79.4
Ours without Dl 100.0 29.1 72.8 92.9 29.7 20.2 9.9 20.8 13.5 2.6 6.2 3.0 92.3
Ours without Dvox 99.9 28.6 70.3 91.5 28.3 18.8 9.1 20.2 12.7 2.6 4.9 2.6 90.1
Ours (Proposed) 100.0 29.1 76.2 94.2 32.0 22.7 11.4 21.9 14.2 3.1 7.6 3.6 94.5

Table 2: Semantic scene completion results on the SUNCG test set with depth map for mAP in percentage.

Metric. We evaluate the performance of the reconstruc-
tor based on the intersection over union (IoU) and the mean
average precision (mAP) of the predicted voxel labels com-
pared to ground truth labels [22] where we evaluate the IoU
of each object classes on both the observed and occluded
voxels for semantic scene completion. Notably, instead of
taking the average IoU and mAP as the mean of the results
from individual categories, we calculate the average with
respect to the number of voxels in each category.

Comparison. We compare our results against 3D VAE [2]
and 3D-RecGAN++ [26]. In order to directly estimate the
volumetric reconstruction solely from the input depth im-
age, we modify [2, 26] by scaling the surface generated
by the depth image through bilinear interpolation to fit the
80 × 48 × 80 volumetric grid which serves as the input
to [2, 26]. Furthermore, we added the loss function from (1)
in training to perform semantic segmentation. Notably, the
U-Net [18] connection between encoder and decoder in 3D-
RecGAN++ [26] are still applied by resizing the scale of
every layers. In addition, we further investigate the ad-
vantage of the discriminators by evaluating our approach
without Dl and Dvox. Based on Sec. 5, when implement-
ing our approach without Dl, (10) and (13) are discarded in
the optimization; while, the implementation without Dvox
discards (11) and (12).

7.1. SUNCG

SUNCG [22] is a dataset of 3D scenes which contains
pairs of depth image and its corresponding volumetric scene
where all objects in the scene are semantically annotated.
We implemented the 10-fold validation on the pairs for the
111,697 different scenes.

Comparison against other approaches. The evaluation
on both the IoU and mAP in Table 1 and Table 2 shows
that our generative model performs better than 3D VAE [2]
and 3D-RecGAN++ [26] which are the recent works on 3D
generative architectures. We acquired an IoU of 44.1% and
an mAP of 94.5% that is 8% and 15.1% better than the next
best performing approach.

Comparison on the architecture for learning. To un-
derstand the advantage of incorporating the components in
learning, we investigate learning our method without the
discriminators. Without the discriminator for the latent fea-
tures, our performance decreases by 1.4% in IoU and 2.2%
in mAP; while, without the discriminator for the reconstruc-
tion, the results decrease by 2.4% in IoU and 4.4% in mAPo.
However, it is noteworthy to mention that, even without
these discriminators, our method still achieves better results
compared to both 3D VAE [2] and 3D-RecGAN++ [26].

Performance on smaller objects. If we look closely on
Table 1, our approach has a significant improvement over
3D VAE [2] and 3D-RecGAN++ [26] on smaller objects
like the class of table, furniture and objects wherein [2] pro-
duced an IoU of zero. The reason behind this improvement
is because the adversarial training is especially helpful in
reconstructing and completing small objects compared to
3D VAE [2]. Note that these results are also validated by
evaluating the mAP in Table 2.

Since the latent space is continouos, this implies that it
reserves regions for the object classes with a smaller amount
of voxels in the scene or a fewer samples in the training
dataset. Therefore, while all methods can reconstruct the
common objects such as the ceiling, floor and walls with



empty ceil. floor wall win. door chair bed sofa table furn. objs. Avg.

3D VAE [2] 49.4 33.3 25.3 32.4 16.9 9.3 5.6 19.2 14.7 1.1 0.0 0.0 31.5
3D-RecGAN++ [26] 49.6 35.1 31.8 39.2 23.7 17.9 11.5 26.1 22.6 18.1 5.1 3.0 37.7
Ours without Dl 49.6 42.4 35.8 44.4 29.2 24.8 17.2 30.6 24.2 19.5 11.5 4.4 42.4
Ours without Dvox 49.7 43.9 37.3 45.9 26.7 29.2 20.1 24.0 24.6 26.1 19.8 9.0 44.3
Ours (Proposed) 49.8 49.6 42.7 51.2 24.2 34.9 23.0 28.1 30.4 29.9 22.0 11.5 51.4

Table 3: Semantic scene completion results finetuned on the NYU training set with real world depth map for IoU in percent-
age.

empty ceil. floor wall win. door chair bed sofa table furn. objs. Avg.

3D VAE [2] 99.8 25.0 53.8 70.9 19.3 7.4 4.2 14.3 9.4 1.1 1.2 0.9 68.4
3D-RecGAN++ [26] 99.9 27.3 67.5 87.6 27.0 15.8 8.0 19.2 12.0 2.2 3.4 1.8 86.5
Ours without Dl 100.0 28.9 72.1 92.7 29.6 19.8 9.9 20.8 13.3 2.7 6.6 2.9 91.9
Ours without Dvox 100.0 29.2 76.8 94.5 31.9 22.6 11.5 21.9 14.2 3.2 8.2 4.1 94.8
Ours (Proposed) 100.0 30.8 79.1 96.6 35.4 26.9 17.0 13.9 15.8 3.6 9.7 5.5 97.2

Table 4: Semantic scene completion results finetuned on the NYU training set with real world depth map for mAP in
percentage.

correct labels as illustrated in both Table 1 and Table 2, the
main advantage of our work is the capacity to reconstruct
and classify every type of object labels.

Qualitative results. We illustrate the qualitative results in
Fig. 5 and compare them with 3D VAE [2] and the ground
truth. Based on these voxel representations, we can clearly
visualize the superiority of our algorithm to reconstruct
more detailed structures compared to [2]. Therefore, this
confirms the advantage of our approach to reconstruct not
only the larger structures but also the smaller objects in the
scene.

7.2. Fine-tune with NYU

The objective of this section is to investigates whether
an increase in the size of the learning dataset from a differ-
ent source can improve the performance of the algorithm or
confuse the learned model.

In this section, we include the NYU dataset [20] which is
also an indoor scene dataset. It contains both the depth im-
ages captured by Kinect and the 3D models. This includes
the volumetric 3D data with the annotated object labels for
every voxels in 1,449 scenes. The semantic annotations for
the volumetric data in this dataset consist of 33 objects in
7 categories. Note that, due to the limited amount of 1,449
volumetric scenes from the NYU dataset, this size is insuf-
ficient to learn a deep learning architecture. Thus, we only
use the NYU to supplement our training dataset while test-
ing on SUNCG for the 12 categories. This requires us to
relabel the object classes of the volumetric data in NYU to
match the labels provided by SUNCG dataset.

Comparison against other approaches. Similar to
Sec. 7.1, this procedure is implemented on all the five ap-
proaches that we are comparing. While fine-tuning with the
NYU dataset, our experiments show that the combination of
the two datasets improve the perfomance of our algorithm.
From Table 1 to Table 3 and Table 2 to Table 4, we expe-
rience an increase in IoU by 7.3% and in mAP by 2.7%.
Although both the 3D VAE [2] and 3D-RecGAN++ [26]
also experienced an increase in performance, the difference
is not significant which counts for a maximum of 1.6% in-
crease in IoU. Note that, in Table 3, the results on smaller
objects for 3D VAE [2] remains close to zero or zero.

Comparison on the architecture for learning. When we
learn our architecture with the discriminators, the effect of
the improvement is negligible. Without the discriminator
for the latent features, the IoU even decreased from 42.7%
to 42.4%; while, without the discriminator for the recon-
struction, the IoU increases only from 41.7% to 44.3%.
Therefore, based on this experiment, we can attribute the
significant improvement of our work’s perfomance to the
discriminators in the training architecture.

8. Conclusion

We have proposed a novel approach for semantic scene
completion from a single depth map, which exploits the
power of adversarial training to regress accurate reconstruc-
tions without the need of additional assumptions or the
camera pose information. Our proposal relies on the en-
forcement of two adversarial losses – one aimed at mak-



Depth Image Ground Truth 3D VAE Proposed Depth Image Ground Truth 3D VAE Proposed

Empty Ceiling Floor Wall Window Door Chair Bed Sofa Table Furniture Objects

Figure 5: GAN for semantic 3D reconstruction from depth images.

ing the output realistc; while, the other aimed at imitating
the embedding learned via auto-encoder from the complete
volumetric data. We have demonstrated the effectiveness
of our approach on a reference benchmark dataset such as
SUNCG. The future work aims at modifying our architec-
ture to overcome the memory limitation so to process higher
resolution samples, this allowing a direct comparison with
approaches such as SSCNet [22].
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