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Abstract

Reflection of sound waves, due to acoustic impedance
mismatch at the interface of two media, is the principal
physical property which allows visualization with ultra-
sound. In this paper, we investigate reconstruction of the
acoustic impedance from ultrasound images for the first
time. Similar to spatial compounding, we combine multiple
images to improve the estimation. We use phase information
to determine regions of high reflection from an ultrasound
image. We model the physical imaging process with an em-
phasis on the reflection of sound waves. The model is used
in computing the acoustic impedance (up to a scale) from
areas of high reflectivity. The acoustic impedance image
can either be directly visualized or be used in simulation
of ultrasound images from an arbitrary point of view. The
experiments performed on in-vitro and in-vivo data show
promising results.

1. Introduction

Ultrasound (US) has many advantages in comparison to
other imaging modalities which has lead to its widespread
use in clinical practice; it is (i) harmless at low power, (ii)
portable, (iii) a real-time modality, and (iv) most impor-
tantly, cost effective. The recent introduction of 2D array
US transducers in the market makes further applications
possible, due to the instantaneous acquisition of ultrasound
volumes. Furthermore, the next generation of transducers
with CMUT1 technology offers superior and efficient vol-
umetric imaging at a lower cost. However, ultrasound has
a number of disadvantages including: (i) a limited field-
of-view (FOV), (ii) occlusions behind structures with high
acoustic impedance, and (iii) a low singal-to-noise ratio
(SNR). Spatial compounding of several views, acquired
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Figure 1. Schematic illustration of spatial compounding with
acoustic impedance estimation. First, the impedance is estimated
from multiple ultrasound images. Second, an ultrasound image is
simulated from an arbitrary point of view.

from different positions, helps to reduce these shortcom-
ings.

The prerequisite for spatial compounding is to know the
relative positions of the acquired images. This can either be
obtained by tracking the ultrasound transducer or by image
registration. When working with 2D US images compound-
ing from different positions poses a problem, because all the
scans have to be in one plane. Therefore, multi-angle com-
pounding with beam steering is typically performed, where
the probe remains fixed [22]. Moving to 3D imaging, com-
pounding from different positions offers much more flexi-
bility, inspiring several groups to work on this subject e.g.
[6, 20]. In the following, we assume that we know the align-
ment of the images, and focus on how to combine their
intensity information. As we will discuss later in this re-
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port, combining ultrasound images is non-trivial due to the
highly view-dependent nature of the ultrasound. We will
introduce a novel approach, which is based on the estima-
tion of the acoustic impedance of the imaged scene. From
each image, we will reconstruct an acoustic impedance im-
age, which we subsequently average to get an estimation
for the whole imaged area, see Figure 1. These images can
either be directly presented to the physician or can be used
in simulation of ultrasound images from an arbitrary point
of view. To the best of our knowledge, this is the first time
that acoustic impedance is reconstructed from multiple ul-
trasound images.

1.1. Clinical Value of Compounding

The clinical value of US compounding is mainly a re-
sult of increased quality and extended FOV of the images
presented to the physician. When scanning the same re-
gion from different positions, speckle noise, which is direc-
tion dependent, can be reduced and therefore the SNR is
improved [22]. Moreover, occlusion artifacts below struc-
tures with high acoustic impedance can be removed and
the boundary continuity is enhanced. The positive ef-
fects of spatial compounding for diagnosis of atheroscle-
rotic plaques [12, 13] and breast cancer [2] have already
been reported. It also helps for administering epidural anes-
thesia by especially improving the depiction of key struc-
tures such as ligamentum flavum and epidural space [19].
Grau et al. [8] work on the combination of several acquisi-
tions from different positions of the heart. It is not possible
to depict the whole heart in a single acquisition, however,
scans from particular acoustic windows can be acquired to
show specific cardiac structures. The combination of these
acquisitions into a single volume can be of great benefit in
clinical practice.

The extended FOV is also of clinical value. First, sono-
graphers have the flexibility to visualize anatomical struc-
tures from a variety of different angles [17]. Second, the
spatial relationship among structures that are too large for a
single volume is easier to understand [14]. Third, size and
distance measurements of large organs are possible [14].
Fourth, individual structures within a broader context can
be identified by having an image of the whole examination
area [4]. And last, due to the increased features in the com-
pounded view, specialists that are used to other modalities
can better understand the spatial relationship of anatomi-
cal structures [10]; helping to bridge the gap between the
modalities and making it easier to convey sonographic find-
ings to other experts.

1.2. Related Work

The major problem in compounding ultrasound images,
is the combination of US intensity values from different

scans. If we were dealing with several computed tomog-
raphy (CT) images of the same object, the compounding
could be done by calculating the mean value. The dominant
features of ultrasound due to reflection and attenuation are,
however, view-dependent. Averaging intensity values is not
optimal because strong echoes from small incident angles
(transducer perpendicular to the surface) would be degraded
by weak echoes from large incidence angles. Therefore,
in the literature, several methods for spatial compounding
have been proposed, which we are going to discuss shortly.

Wilhjelm et al. [22] use multi-angle spatial compound-
ing with beam steering, for which the transducer stays at the
same spatial location. They were able to reduce the angle
dependency and speckle noise by combining multiple im-
ages. They compared a number of methods for compound-
ing including mean, median, root-mean-squared value, and
geometric mean. The highest SNR was achieved when us-
ing the mean method. In a recent work also based on beam
steering, Tran et al. [19] improved the spatial compounding
by using a combination of median- and gradient-based ap-
proaches. The median is used if at a certain location more
than half of the images have a high feature-content, other-
wise the gradient-weighted average is calculated. The prob-
lem we see with this approach is the use of thresholding to
decide whether a pixel has a high feature-content or not. Be-
har et al. [3] propose a new method for spatial compounding
by using three ultrasound transducers simultaneously. The
transducer in the middle acts as sender and receiver, the re-
maining two only act as receiver. With their method they
were able to improve visibility, detectability, and lateral res-
olution. During their experiments, various averaging meth-
ods were investigated, with the best results for the averaging
of intensities.

Leotta and Martin [15] propose a weighting scheme
based on the incidence angle of the ultrasound beam on a
reflecting surface. This technique leads to significantly im-
proved results in comparison to using the mean value, but is
based on an initial fitting of a surface to the data, which is a
challenge for complex images. Grau et al. [8] use multiscale
information about local structure definition and orientation
to weight the contributions of different images. The way
they obtain these image characteristics is by calculating the
image phase, which is invariant to image contrast being par-
ticularly interesting for US images. While this approach is
very interesting for image registration [7], the compounding
is rather cumbersome [8]. As can be seen, ultrasound com-
pounding is a non-trivial exercise and still an active field of
research.

1.3. Outline

In this article, we will present a new approach for com-
pounding, based on the estimation of acoustic impedance
of the depicted region. This has the advantage that the av-



eraging becomes a less complex task, because the acoustic
impedance images are less view-dependent than the orig-
inal US images. Once the acoustic impedance image is
estimated, we can either present it directly or simulate ul-
trasound images from an arbitrary position. We describe
the physical process of ultrasound imaging, our ultrasound
model, and the actual estimation in Section 2. Our experi-
ments together with the results are shown in Section 3.

2. Method
Core to our method is the estimation of the acoustic

impedance of the region depicted in the ultrasound image.
As we will see, acoustic impedance images are related to
CT attenuation values expressed in Hounsfield units and
no longer exhibit view-dependent artifacts and emphasized
interface boundaries as in ultrasound images. Having the
acoustic impedance images zi from all views, the creation
of a global acoustic impedance image z for the whole imag-
ing scenario is possible.

2.1. Maximum Likelihood Estimation

The acoustic impedance estimation can be formulated
as a maximum likelihood (ML) estimation. Therefore, we
have to define an US simulation function s, producing one
of the n simulated US images Û = {û1, . . . , ûn}, by taking
the corresponding transformation in T = {T1, . . . , Tn} and
the acoustic impedance image z:

s : (z, Ti) 7−→ ûi. (1)

The likelihood function, which indicates how well the sim-
ulated US images Û match the real ones U = {u1, . . . , un},
is

L(z) = P (U|z, T , ε) (2)

=
∏
i

P (ui|z, Ti, ε) (3)

=
∏
i

P (ui − s(z, Ti) = ε), (4)

with the random variable ε modeling the noise and the as-
sumption of independent US images. In order to proceed
with the ML estimation arg maxz L(z), we have to choose
a distribution for the noise.

Ultrasound speckle, in general, has a Rayleight distribu-
tion, however since we remove speckle as a preprocessing
step, a Gaussian distribution to model the noise in the im-
ages is more appropriate, which leads to the following least-
squares formulation

logL(z) ∝ − 1
n

n∑
i=1

(ui − s(z, Ti))2 . (5)

In the next section we will describe details of ultrasound
imaging to derive s.
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Figure 3. Reflection and transmission of sound wave after hitting
an interface. The relative intensities are determined by the acoustic
impedances of the tissues.

2.2. Physics of Ultrasound

In order to be able to estimate the acoustic impedance
from an ultrasound image, we need a model of the physical
imaging process. A detailed description of ultrasound ph-
ysiscs can be found in [9]. Ultrasound waves are emitted
into the body to interact with the tissue, and the results are
presented for diagnosis in the form of reflected ultrasound
waves. There are many types of interactions, but the most
important ones, we are focusing on, are: reflection, scatter-
ing, and absorption. If the ultrasound beam hits an interface
between two tissues with different acoustic impedances, Z1

and Z2, at normal incidence, part of the beam is reflected,
expressed by the reflection coefficient ρ:

ρ =
(
Z2 − Z1

Z2 + Z1

)2

. (6)

The transmission coefficient τ is then given by:

τ = 1− ρ =
4 · Z2 · Z1

(Z2 + Z1)2
. (7)

This type of reflection is called specular reflection (see
Fig. 3). One speaks of diffuse reflection if the beam is
reflected in multiple directions, happening when a rough-
surfaced interface is hit.

Scattering is responsible for providing the internal struc-
ture of the tissue and occurs when the beam hits interfaces
smaller than the size of its wavelength. Each of these scat-
terers reflects sound in all directions, causing speckle. Ab-
sorption, as well as scattering, is frequency dependent and
follows an exponential function

P (x) = Pmax · e−αx (8)

with Pmax the initial sound pressure, P (x) the pressure af-
ter traversed distance x, and α the absorption coefficient.
Scattering and absorption affect attenuation, which char-
acterizes the amplitude reduction as the wave propagates
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Figure 2. Processing steps for acoustic impedance estimation of a clay model.

through a medium. Attenuation can also be described by an
exponential function similar to Equation (8), only replacing
the absorption coefficient α by an attenuation coefficient β,
which is the sum of the scattering and absorption coeffi-
cients.

Ultrasound imaging can then be described by the reflec-
tion at tissue interfaces and the exponential loss of inten-
sity within the tissue. Wein et al. [21], propose a model to
simulate US from CT, by mapping CT Hounsfield units to
acoustic impedance values. We can directly use this model
without the need for a mapping. Following the model, a
simulated ultrasound image û is made up from a reflection
part r, an echogeneity part e, and a constant part, weighted
with parameters ωi

û(x) = ω1 · r(x) + ω2 · e(x) + ω3. (9)

Like mentioned, we focus on the regions of high reflec-
tion, where the echogeneity can be ignored. The intensity of
the sensed reflected signal R at a position x is calculated by
running along the scan line with direction d and evaluating

R(x) =
I2(x)
I(0)

cosm ϕ(x)
(
z(x)− z(x−∆d)
z(x) + z(x−∆d)

)2

(10)

with I(x) the intensity of the sound beam and ϕ(x) the in-
cidence angle at position x. The distance between scan line
points is indicated by ∆d. The exponent m models the het-
erogeneity of the interface. The reflection coefficient, see
Equation (6), is then

ρ(x) =
(
z(x)− z(x−∆d)
z(x) + z(x−∆d)

)2

. (11)

The incidence angle, which is the angle between the US
beam and the normal of the surface, is calculated with the
scalar product

cosϕ(x) =
∣∣∣∣d. ∇z(x)
|∇z(x)|

∣∣∣∣ (12)

where ∇ is the spatial derivative operator. The intensity is
calculated recursively starting from the initial intensity of a
sound beam I(0) by

I(x) = I(x−∆d) · ρ(x). (13)

Finally, a log-compression is applied to the images, so that
the reflectivity of the US images r(x) is

r(x) =
log(1 + a ·R(x))

log(1 + a)
(14)

with a parameterizing the log-compression. We will use
these equations that describe the simulation of the reflectiv-
ity part of ultrasound images to reconstruct the impedance
in Section 2.3.3.

2.3. Acoustic Impedance Estimation

In this section, we are going to describe the steps for
acoustic impedance estimation. First, the images are filtered
to reduce speckle. Second, we extract the phase informa-
tion from the images to identify regions of high reflectivity.
Third, we use these regions to reconstruct the impedance for
each image, and finally we find the global impedance esti-
mation by averaging acoustic images obtained from each
ultrasound image.

2.3.1 Filtering

Dealing with speckle in US images depends on the appli-
cation. In the majority of cases, speckle is treated as noise,
which has to be removed before further processing the im-
ages. In a recent work, however, Housden et al. [11] use
speckle for the registration of consecutive slices in freehand
ultrasound. In compounding, where we want to average
image information from different viewing angles, speckle
patterns are mostly uncorrelated [6]. Also for acoustic
impedance estimation, we focus on the regions with high
reflectivity and want to ignore speckle from homogeneous
parts in between. A multitude of approaches for speckle
reduction can be found in the literature such as Gaussian
filtering, coherence-enhancing diffusion filtering, and de-
speckling filters based on the envelope of the US image [6].
We achieved good results with a median filter, which has
superior speckle reduction properties compared to Gaussian
smoothing [23].
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Figure 4. Processing steps for acoustic impedance estimation of the first forearm image.

(a) Original US image (b) Phase image (c) Threshold of phase image (d) Impedance estimation (e) Smooth imp. estimation

Figure 5. Processing steps for acoustic impedance estimation of the second forearm image.

2.3.2 Phase Calculation

Core to the acoustic impedance estimation is the identifi-
cation of regions with high reflectivity, indicating a change
in acoustic impedance. We use phase information for this
purpose because it provides us with structural information
independent of the brightness and contrast [8]. For 1-D sig-
nals the phase is constructed from the original signal and its
Hilbert transform. There are different approaches to extend
this concept to N -D. Here we will use the recently intro-
duced monogenic signal approach [5]. It uses a generaliza-
tion of the Hilbert transform, the Riesz transform, to calcu-
late phase information in N -D. The image is filtered by N
filters, which are given in the Fourier domain by

Ri(f1, . . . , fN ) =
fi√∑N
j=1 f

2
j

(15)

with f1, . . . , fN the Fourier domain coordinates. We follow
[7] in applying log-Gabor filters prior to the calculation of
the monogenic signal of the image to extract frequency and
spatial localization. The monogenic signal provides us with
information about the phase and orientation of each pixel,
see Figure 2(b) for an example. We threshold the phase im-
age, to get a mask, see Figure 2(c), to extract the reflectivity
part from the ultrasound image.

2.3.3 Acoustic Impedance Calculation

Coming back to the ML formulation of our estimation in
Equation (5), we see that the reflectivity term in Equa-
tion (14) exactly performs the wanted simulation when fo-

cusing on the reflection. We will split up the direct estima-
tion of the global impedance z in Equation (5) and, instead,
estimate for each US image ui an acoustic impedance zi

arg min
zi

(
ui(x)− log (1 + a · (cosϕ(x))m · ρzi(x))

log(1 + a)

)2

.

(16)
In order to perform the optimization, we make the as-

sumption that the incidence angle for the impedance and
ultrasound image are roughly the same

cosϕ(x) =
∣∣∣∣d. ∇z(x)
|∇z(x)|

∣∣∣∣ ≈ ∣∣∣∣d. ∇u(x)
|∇u(x)|

∣∣∣∣ . (17)

Since the orientation of the interfaces in impedance and ul-
trasound image should be the same, this approximation is
reasonable. Considering, however, that US images are very
noisy, this can lead to problems. In our estimation frame-
work, we directly access the orientation information deliv-
ered by the phase calculation, which is very robust and ac-
curate, so that the approximation makes sense.

As shown in Equations (8) and (13), the intensity de-
creases as the ultrasound beam penetrates the tissue farther.
However, before the ultrasound images are output, a time-
gain compensation (TGC) is applied. The TGC compen-
sates for attenuation of the ultrasound signal received from
the tissue interfaces that are farther away from the ultra-
sound transmitter; simulating that everywhere in the image
the same incident intensity is present. Consequently, we ig-
nored the intensity term for the estimation in Equation (16).

The only term in Equation (16) that is still dependent on
the acoustic impedance is the reflection coefficient ρzi

(x).
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Figure 6. Five ultrasound images simulated from CT from −20◦ to 20◦.

(a) Original US image (b) Filtered image (c) Phase image (d) Thres. of phase img. (e) Imp. estimation

Figure 7. Processing steps for acoustic impedance estimation of simulated ultrasound at 0◦.

Since this term is recursively defined, depending on the pre-
vious estimation z(x − ∆d), we need an initial value to
make the calculation along the scanline. When taking e.g.
acquisitions in a water bath, we can directly use the acoustic
impedance of water. But it is not always possible to acquire
a proper initialization and as such, in general, a reconstruc-
tion up to a scale is possible. This is sufficient for visualiza-
tion and US simulation. In the future, further information
from the US image such as tissue estimation from RF data
[16] or speckle [1] could be integrated to make the estima-
tion more precise.

Since we estimate the acoustic impedance per scanline,
an averaging with neighboring scanlines while propagating
the values between the interfaces leads to smoother estima-
tions, see Figure 2(e).

2.3.4 Compounding Acoustic Impedance Images

In section 1.2, we argued that compounding of ultrasound
images is not a trivial task. In contrast, compounding of
estimated acoustic impedance images is straightforward be-
cause these images hold a correspondence between intensity
value and tissue type. The global acoustic impedance image
z is consequently the mean of the estimates zi at each pixel
position. Problems can still occur when structures with high
acoustic impedance such as bones cause occlusion in the
underlying region. For the detection of occlusions, the in-
tensity term in Equation (13) can be used, to make a reliable
compounding possible.

2.4. Visualization

Once the global acoustic impedance image z is esti-
mated, we have to find ways to visualize it for the physi-
cian. One possibility would be to directly present the acous-
tic impedance image, but this may be of limited clinical
value, because physicians are not used to these images and
may have problems interpreting them. A better way may
be to create artificial ultrasound views. The simulation of
US from the acoustic impedance image is feasible because
it is the acoustic impedance that determines the structure of
the US images. It has the advantage, that US views can be
simulated that were initially not recorded, and from posi-
tions that are physically not possible, e.g. below the skin.
We use a recently introduced method by Shams et al. in
[18], designed for simulating ultrasound images from CT
data, to simulate US images from acoustic impedance, see
Figure 8(h) for an example.

3. Results
We present results for the acoustic impedance estima-

tion for three data sets. The first one is an image of a clay
model, see Figure 2(a), the second one consists of two scans
of a human forearm, see Figures 4(a) and 5(a), and the third
one consists of five simulated US images from a human ab-
domen, see Figure 6. The acquisitions for the first and sec-
ond data sets were done in a water bath, because we wanted
to avoid tissue deformation due to probe pressure, so that we
could focus on the acoustic impedance estimation. We used
a linear array ultrasound transducer for the acquisitions.

The steps for acoustic impedance estimation as described
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Figure 8. Acoustic impedance estimation in the overlap area from the 5 simulated US images, transformed in reference coordinate system.
Mean of estimations, and in comparison the original CT. Simulation of US image from the global acoustic impedance image.

in section 2.3 are shown in Figure 2 for the clay model. The
image is filtered with a median filter with a window size
10×10. Then, the phase is calculated on the filtered image,
where we use a wavelength of 250mm for the log-Gabor
filter, see Figure 2(b). We apply thresholding on the phase
image to obtain a mask, showing us the regions with high
reflectivity, see Figure 2(c). Determining the threshold is
not critical and we performed all our experiments with a
value of 0.7. For the calculation of the acoustic impedance,
we set log-compression parameter a = 700 and the expo-
nent m = 0.1. The original and smoothed estimations are
shown in Figures 2(d) and 2(e).

In Figures 4 and 5 the estimation steps for both forearm
images are shown. We use a wavelength of 180mm for the
log-Gabor filter and a = 1000 for the log-compression.

For the third data set, we simulate US from a CT image
shown in Figure 8(g) using a recently introduced method
[18], which produces realistic ultrasound images from CT
data. The images are acquired from different viewing an-
gles varying from −20◦ to 20◦ to create a realistic spatial
compounding scenario. We show as an example the pro-
cessing steps for the estimation of the simulated US images
acquired at 0◦ in Figure 7, with a wavelength of 60mm,
a = 83, and m = 0.1. After doing the same with the four
remaining images and mapping them back to the reference
frame at 0◦, see Figures 8(a) - 8(e), we can calculate the
global acoustic impedance image, see Figure 8(f). It is the
average of the separate estimations and one clearly sees the
improved quality. When comparing it to the original CT

image, which can to some respect be seen as ground truth,
the good quality of the reconstruction becomes apparent.
Finally, we use the global impedance image to simulate an
ultrasound image, see Figure 8(h), with the same method
we originally used to simulate the US images from CT.

4. Discussion

For the US image of the clay model, we were able to
identify the interface and consequently make an estimation
of the acoustic impedance. The images of the forearm are
pretty noisy, making an exact extraction of the parts with
high reflectivity difficult. The extraction of the bone, which
is depicted as the half-round structure on the lower left, was
correct. In the acoustic impedance estimation of the first
forearm we can see that the calculation becomes difficult
when structures seem to split, as it is the case on the up-
per right side of the bone. For the simulated US images
the phase extraction worked nicely. Errors in the acoustic
impedance estimation of the five images were able to be re-
duced by averaging them to create a global estimate. When
comparing this global estimate to the original CT image, the
good quality of the reconstruction becomes apparent. We
simulated an ultrasound image from the global estimate at
0◦ rotation, to make it comparable to the original US im-
ages, but we could have simulated this from an arbitrary
position.



5. Conclusion
We have presented a method to estimate acoustic

impedance from multiple ultrasound images. The key to
the acoustic impedance calculation is to have a model from
the physical imaging process to be able to analyze US im-
ages. We have presented such a model and adapted it to the
specific needs of acoustic impedance estimation, where we
focused on modeling reflections. This allows us to estimate
the impedance values at tissue interfaces. We proposed a
phase-based image analysis to extract regions of high re-
flection from the image. Similar to spatial compounding,
we average several images to get a robust estimation of the
global acoustic impedance. Based on this estimation, we are
able to simulate US images from arbitrary positions. Our
results show that acoustic impedance estimation is feasible.
It would, however, be helpful to integrate further data in
the estimation process coming from RF, elastography, and
speckle analysis, to make it more reliable. The acoustic
impedance image would play a central role for combining
these different data sources.
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