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Advanced Medical Displays: A Literature Review of
Augmented Reality

Tobias Sielhorst, Marco Feuerstein, and Nassir Navab

Abstract—The impressive development of medical imaging
technology during the last decades provided physicians with an
increasing amount of patient specific anatomical and functional
data. In addition, the increasing use of non-ionizing real-time
imaging, in particular ultrasound and optical imaging, during
surgical procedures created the need for design and development
of new visualization and display technology allowing physicians to
take full advantage of rich sources of heterogeneous preoperative
and intraoperative data. During 90’s, medical augmented reality
was proposed as a paradigm bringing new visualization and
interaction solutions into perspective. This paper not only reviews
the related literature but also establishes the relationship between
subsets of this body of work in medical augmented reality. It
finally discusses the remaining challenges for this young and active
multidisciplinary research community.

I. INTRODUCTION

M EDICAL augmented reality takes its main motivation
from the need of visualizing medical data and the pa-

tient within the same physical space. It goes back to the vision of
having x-ray vision, seeing through objects. This would require
real-time in-situ visualization of co-registered heterogeneous
data, and was probably the goal of many medical augmented
reality solutions proposed in literature. As early as 1938, Stein-
haus [1] suggested a method for visualizing a piece of metal
inside tissue registered to its real view even before the inven-
tion of computers. The method was based on the geometry of
the setup and the registration and augmentation was guaranteed
by construction. In 1968, Sutherland [2] suggested a tracked
head-mounted display as a novel human-computer interface en-
abling viewpoint-dependent visualization of virtual objects. His
visionary idea and first prototype were conceived at a time when
computers were commonly controlled in batch mode rather than
interactively. It was only two decades later that the advances in
computer technology allowed scientists to consider such tech-
nological ideas within a real-world application. It is interesting
to note that this also corresponds to the first implementation of a
medical augmented reality system proposed by Roberts et al. [3]
in 1986. They developed a system integrating segmented com-
puted tomography (CT) images into the optics of an operating
microscope. After an initial interactive CT-to-patient-registra-
tion, movements of the operating microscope were measured
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using an ultrasonic tracking system. Early 1990s augmented re-
ality was also considered for other applications including in-
dustrial assembly [4], paperless office [5], and machine mainte-
nance [6].

While virtual reality (VR) aimed at immersing the user en-
tirely into a computer-generated virtual world, augmented re-
ality (AR) took the opposite approach, in which virtual com-
puter generated objects were added to the real physical world
[7]. Within their so-called virtuality continuum [8], Milgram
and Kishino described AR as a mixture of virtual reality (VR)
and the real world in which the real part is more dominant
than the virtual one. Azuma described AR by its properties of
aligning virtual and real objects, and running interactively and
in real-time [9], [10].

In augmented reality inheres the philosophy that intelligence
amplification (IA) of a user has more potential than artificial
intelligence (AI) [11], because human experience and intuition
can be coupled by the computational power of computers.

II. OVERVIEW OF MEDICAL AR SYSTEMS AND TECHNOLOGIES

The first setup augmenting imaging data registered to an ob-
ject was described in 1938 by the Austrian mathematician Stein-
haus [1]. He described the geometric layout to reveal a bullet
inside a patient with a pointer that is visually overlaid on the
invisible bullet. This overlay was aligned by construction from
any point of view and its registration works without any com-
putation. However, the registration procedure is cumbersome
and it has to be repeated for each patient. The setup involves
two cathodes that emit X-rays projecting the bullet on a fluoro-
scopic screen (see Fig. 2). On the other side of the X-ray screen,
two spheres are placed symmetrically to the X-ray cathodes. A
third sphere is fixed on the crossing of the lines between the
two spheres and the two projections of the bullet on the screen.
The third sphere represents the bullet. Replacing the screen with
a semi-transparent mirror and watching the object through the
mirror, the third sphere is overlaid exactly on top of the bullet
from any point of view. This is possible because the third sphere
is at the location to which the bullet is mirrored. Therefore, the
setup yields stereoscopic depth impression. The overlay is re-
stricted to a single point and the system has to be manually cali-
brated for each augmentation with the support of an X-ray image
with two X-ray sources.

In the next decades, different technologies followed that
allow for medical augmentation of images. This section will
introduce them as seven fundamental classes, including their
specific limitations and advantages. Each subsection begins
with the definition of the respective category. Fig. 15 gives a
short overview on these technologies.
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Fig. 1. Inventions timeline of selected imaging and AR technology [2] © 1968 IEEE.

Fig. 2. Early suggestion for overlay of imaging data by Steinhaus [1] in 1938. Computation-free calibration (left and middle) and visualization (right) of the
proposed setup.

We start with devices that allow for in-situ visualization. This
means that the view is registered to the physical space.

A. HMD Based AR System

The first head-mounted display (HMD)-based AR system
was described by Sutherland [2] in 1968 (see Fig. 3). A stereo-
scopic monochrome HMD combined real and virtual images
by means of a semi-transparent mirror. This is also referred to
as optical see-through HMD. The tracking was performed me-
chanically. Research on this display was not application driven,
but aimed at the “ultimate display” as Sutherland referred to it.

Bajura et al. [12] reported in 1992 on their video see-through
system for the augmentation of ultrasound images (see Fig. 4).
The system used a magnetic tracking system to determine the
pose of the ultrasound probe and HMD. The idea of augmenting

live video instead of optical image fusion appears counterpro-
ductive at first sight since it reduces image quality and intro-
duces latency for the real view. However, by this means the real
view can be controlled electronically resulting in the following
advantages:

1) No eye-to-display calibration is needed, only the
camera-to-tracker transformation has to be calculated,
which may remain fixed.

2) Arbitrary merging functions between virtual and real ob-
jects are possible as opposed to brightening up the real view
by virtual objects in optical overlays. Only video overlay
allows for opaque virtual objects, dark virtual objects, and
correct color representation of virtual objects.

3) By delaying the real view until the data from the tracking
system is available, the relative lag between real and virtual
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Fig. 3. The first (optical see-through) HMD by Sutherland [2].

objects can be eliminated as described by Bajura et al. [13]
and Jacobs et al. [14].

4) For the real view, the image quality is limited by the dis-
play specifications in a similar way as it is for the rendered
objects. Since the color spectrum, brightness, resolution,
accommodation, field of view, etc. are the same for real
and virtual objects, they can be merged in a smoother way
than for optical overlays.

5) The overlay is not user dependent, since the generation of
the augmentation is already performed in the computer, as
opposed to the physical overlay of light in the eye. The re-
sulting image of an optical see-through system is in general
not known. A validation without interaction is hardly pos-
sible with optical overlays.

In 1996, in a continuation of the work of Bajura et al. [12],
[13], State et al. [15] reported on a system with 10 frames per
second (fps) creating VGA output. This system facilitates hy-
brid magnetic and optical tracking and offers higher accuracy
and faster performance than the previous prototypes. The speed
was mainly limited by the optical tracking hardware. Nowa-
days, optical tracking is fast enough to be used exclusively. The
continued system has been evaluated in randomized phantom
studies in a needle biopsy experiment [16]. Users hit the targets
significantly more accurately using AR guidance compared to
standard guidance.

In 2000, Sauer and colleagues [17] presented a video see-
through system that allowed for a synchronized view of real
and virtual images in real-time, i.e., 30 fps. In order to ensure
that camera images and tracking data are from exactly the same

Fig. 4. First video see-through HMD: Augmentation of ultrasound slices [12].
© 1992 ACM.

point of time the tracking camera and the video cameras are
genlocked, i.e., the tracking system shutter triggers the cameras.
Their visualization software waits for the calculated tracking
data before an image is augmented. This way, the relative lag is
reduced to zero without interpolating tracking data. The system
uses inside-out optical tracking, which means that the tracking
camera is placed on the HMD to track a reference frame rather
than the other way around (see Fig. 5). This way of tracking
allows for very low reprojection errors since the orientation of
the head can be computed in a numerically more stable way than
by outside-in tracking using the same technology [18].

Wright et al. [19] reported in 1995 on optical see-through
visualization for medical education. The continuation of the
system [20] augments anatomical data on a flexible knee joint
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Fig. 5. Video see-through HMD without relative lag [17] © 2000 IEEE.

phantom in order to teach dynamic spatial behavior of anatomy.
Our group [21] suggested augmentation of recorded expert mo-
tions in regard to a simulator phantom in order to teach medical
actions. The system allows for comparative visualization and
automatic quantitative comparison of two actions.

Luo and Peli [22] use head mounted display visualization
as an aid for visually impaired rather than supporting physi-
cians. They use an optical see-through system to superimpose
contour images from an attached camera. The system is meant
to help patients with tunnel vision to improve visual search
performance.

Rolland and Fuchs [23] discuss in detail advantages and
shortcomings of optical and video see-through technology.
Cakmaci and Rolland [24] provide a recent and comprehensive
overview of HMD designs.

B. Augmented Optics

Operating microscopes and operating binoculars can be aug-
mented by inserting a semi-transparent mirror into the optics.
The mirror reflects the virtual image into the optical path of the
real image. This allows for high optical quality of real images
without further eye-to-display calibration, which is one of the
major issues of optical see-through augmentation. Research on
augmented optics evolved from stereotaxy in brain surgery in
the early 1980s that brought the enabling technology together
as for instance described by Kelly [25].

The first augmented microscope was proposed by Roberts et
al. [3], [26] showing a segmented tumor slice of a computed to-
mography data set in a monocular operating microscope. This
system can be said to be the first operational medical AR system.
Its application area was interventional navigation. The accuracy
requirement for the system was defined to be 1 mm [27] in order
to be in the same range as the CT slice thickness. An average
error of 3 mm [27] was measured for reprojection of contours,
which is a remarkable result for the first system. However, the
ultrasonic tracking did not allow for real-time data acquisition.
A change in position of the operating microscope required ap-
proximately 20 s for acquiring the new position.

Fig. 6. Augmented microscope: Ordinary and augmented view [29]© 2000
IEEE.

Fig. 7. Augmented binoculars [31] ©2002 IEEE.

In 1995, Edwards et al. [28] presented their augmented
stereoscopic operating microscope for neurosurgical interven-
tions. It allowed for multicolor representation of segmented 3D
imaging data as wireframe surface models or labeled 3D points
(see Fig. 6). The interactive update rate of 1–2 Hz was limited
by the infrared tracking system. The accuracy of 2–5 mm is in
the same range as the system introduced by Friets et al. [27]. In
2000, the group reported on an enhanced version [29] with sub-
millimeter accuracy, which was evaluated in phantom studies,
as well as clinical studies, for maxillofacial surgery. The new
version also allows for calibration of different focal lengths to
support variable zoom level settings during the augmentation.

For ophthalmology, Berger et al. [30] suggest augmenting
angiographic images into a biomicroscope. The system uses no
external tracking but image-based tracking, which is possible
because the retina offers a relatively flat surface that is textured
with visible blood vessel structures. According to the authors,
the system offers an update rate of 1–5 Hz and an accuracy of 5
pixels in the digital version of the microscope image.

Birkfellner and colleagues have developed an augmented op-
erating binocular for maxillofacial surgery in 2000 [31], [32]
(see Fig. 7). It enables augmentation employing variable zoom
and focus as well as customizable eye distances [33]. As op-
posed to the operating microscopes that are mounted on a swivel
arm, an operating binocular is worn by the user.

A drawback of augmented optics in comparison with other
augmentation technology is the process of merging real and
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Fig. 8. Concept of integral videography based augmentation and examples [37]
©2004 IEEE.

computed images. As virtual images can only be added and may
not entirely cover real ones, certain graphical effects cannot be
realized. The impact of possible misperception is discussed in
paragraph IV.D. Additionally, the relative lag between the vi-
sualization of real and virtual images cannot be neglected for
head-worn systems (cf. Holloway [34]).

In addition to the superior imaging quality of the real view,
a noteworthy advantage of augmented optics is a seamless in-
tegration of its technology into the surgical workflow. The aug-
mented optics can be used as usual if the augmentation is not
desired. Furthermore, the calibration or registration routine in
the operating room need not be more complicated than for a
navigation system.

C. AR Windows

The third type of devices that allows for in situ visualization is
an AR window. In 1995, Masutani et al. [35] presented a system
with a semi-transparent mirror that is placed between the user
and the object to be augmented. The virtual images are created
by an autostereoscopic screen with integral photography tech-
nology (see Fig. 8). With microlenses in front of an ordinary
screen, different images can be created for different viewing an-
gles. This reduces either the resolution or limits the effective
viewing range of the user. However, no tracking system is nec-
essary in this setup to maintain the registration after it has been
established once. The correct alignment is independent of the
point of view. Therefore, these autostereoscopic AR windows
involve no lag when the viewer is moving. The first system could
not compute the integral photography dynamically. It had to be
precomputed for a certain data set.

In 2002 Liao et al. [36], [37] proposed a medical AR window
based on integral videography that could handle dynamic
scenes. The authors realized the system for a navigation sce-
nario, in which the position of an instrument was supposed
to be visualized in the scene. Their algorithm performed the
recalculation of a changed image in less than a second.

Blackwell et al. [38] presented in 1998 an AR window using
a semi-transparent mirror for merging the real view with vir-
tual images from an ordinary monitor. This technology requires
tracked shutter glasses for the correct alignment of augmented
objects and stereo vision, but it can handle dynamic images for
navigation purposes at a high resolution and update rate.

Fig. 9. AR window that needs polarization glasses [39] ©2003 IEEE.

For in situ visualization, AR windows seem to be a perfect
match to the operating room at first sight. For ergonomic and
sterility reasons it is a good idea not to make surgeons wear
a display. There are different ways of realizing AR windows.
In detail, each one introduces a trade-off: Autostereoscopic
displays suffer from poorer image quality in comparison with
other display technologies. In principle, they offer a visualiza-
tion for multiple users. However, this feature introduces another
trade-off regarding image quality.

Display technology using shutter glasses needs cables for
trigger signals and power supply. Polarization glasses, as for in-
stance used in the system introduced by Goebbels et al. [39],
do not need cables and weigh less than an HMD, but limit the
viewing angle of the surgeon to match the polarization. Non-
autostereoscopic AR windows need to track the position of the
user’s eye in addition to the position of the patient and the AR
window. This introduces another source of error.

Wesarg et al. [40] suggest a monoscopic AR window based on
a transparent display. The design offers a compact setup, since
no mirror is used, and no special glasses are required. However,
it cannot display stereoscopic images and only one eye can see
a correct image overlay. Since no mirror is used, the foci of the
virtual and real image are at completely different distances.

All AR window designs have to take care of distracting reflec-
tions from different light sources. Last but not least, the display
must be placed between the patient and the viewer. This may
obstruct the surgeons’ working area.

We believe that an optimal in-situ visualization device could
consist of combination of an AR window and an HMD; an ex-
ample may be an HMD attached to a boom.

D. Augmented Monitors

In this section, we cluster all systems that augment video im-
ages on ordinary monitors. The point of view is defined by an
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additional tracked video camera. In 1993, Lorensen and Kikinis
[41] published their live video augmentation of segmented MRI
data on a monitor. This initial system did not include tracking
of the video camera yet. The camera-to-image registration had
to be performed manually. The successor of this setup included
a vision-based tracking system with fiducial markers [42].

Sato et al. [43] visualize segmented 3D ultrasound images
registered to video camera images on a monitor for image guid-
ance of breast cancer surgery. Nicolau et al. [44] describe a
camera-based AR system using markers that are detected in
the camera image. The system aims at minimally invasive liver
ablation.

As an advantage of augmented monitors, users need not wear
an HMD or glasses. By definition, augmented monitors do not
however, offer in situ visualization nor stereoscopic vision.
Using them adds a tracked camera to the clinical setup.

E. Augmented Endoscopes

A separate paragraph is dedicated to endoscope augmenta-
tion although it might be considered as a special case of mon-
itor-based augmented reality or augmented imaging devices (see
Section II-F). In contrast to augmented imaging devices en-
doscopic images need a tracking system for augmentation. As
opposed to monitor-based AR the endoscopic setup already con-
tains a camera. Hence, the integration of augmented reality tech-
niques does not necessarily introduce additional hardware into
the workflow of navigated interventions. A lot of investigative
work has been carried out that dealt specifically with endoscopic
augmentation.

The first usage of endoscopes as telescopic instruments uti-
lizing a light source dates back to the 19th century. Endoscopy
was mainly dedicated to diagnosis until the invention of video-
based systems in the 1980s. Video endoscopy permits different
team members to see the endoscopic view simultaneously. With
this approach, it is possible for an assistant to position the en-
doscope while the operating surgeon can use both hands for the
procedure. This feature opened the field of endoscopic surgeries.
The removal of the gallbladder was one of the first laparoscopic
surgeries. This operation also became a standard minimally in-
vasive procedure. Since then, endoscopy has been successfully
introduced into other surgical disciplines. Comprehensive liter-
ature reviews on the history of endoscopy can be found, for in-
stance, in [45], [46], and [47].

Although endoscopic augmentation seems to be a straight-
forward step it has been realized as recently as the end of the
1990s by Freysinger et al. [48] for ear, nose and throat (ENT)
surgery and Shahidi and colleagues [49] for brain surgery. Fig.
10 shows a visualization of the latter system including a tar-
geting help in the endoscope image. Scholz et al. presented
a navigation system for neurosurgery based on processed im-
ages [50]. Shahidi and Scholz use infrared tracking technology
and a rigid endoscope while Freysinger’s system uses magnetic
tracking.

Mourgues et al. [51] describe endoscope augmentation in a
robotic surgery system. The tracking is done implicitly by the
robot since the endoscope is moved by the robot’s arm. There-
fore no additional tracking system is necessary.

Fig. 10. Augmentation in an endoscope [55] ©2002 IEEE.

For endoscopic augmentation, the issues of calibration,
tracking, and visualization are partly different than for other
types of AR devices:

1) Calibration and Undistortion of Wide Angle Optics:
Because of their wide-angle optics, endoscopes suffer from a
noticeable image distortion. If a perfect, distortion-free pinhole
camera model is assumed for superimposition, a particular
source of error in the augmented image will be introduced [52].
This issue can be neglected in other AR systems with telephoto
optics. Common types of distortion are radial distortion (also
referred to as barrel distortion) and tangential distortion. Either
the endoscope image has to be undistorted or the rendered
overlay has to be distorted to achieve a perfect superimposi-
tion. While first approaches [53] required several minutes to
undistort a single endoscope image, this process can now be
completed in real-time: De Buck et al. [54] undistort sample
points in the image and map a texture of the endoscope image
on the resulting tiles; Shahidi et al. [55] precompute a look-up
table (LUT) for each pixel for real-time undistortion.

In order to model the geometry of an endoscope camera,
the intrinsic camera parameters focal length and principal point
need to be determined. This can be achieved using well-estab-
lished camera calibration techniques [56]–[58]. Most systems
assume the focal length of an endoscope camera to be kept
constant, although many endoscopes incorporate zoom lenses
to change it intraoperatively, invalidating a certain calibration.
Stoyanov et al. suggest to automatically adjust the calibration
for intraoperative changes of the focal length of a stereoscopic
camera [59]. Even though models for the calibration of mono-
scopic cameras with zoom lenses exist [60], they are not easily
applicable to endoscopes. These models require the (preferably
automatic) determination of the physical ranges for the lens set-
tings e.g., in terms of motor units. However, the zoom settings
of endoscopes are usually adjusted manually, rather than by a
precise motor.

To obtain a rigid transformation from the camera coordinate
frame to the coordinate frame of an attached tracking body or
sensor, most authors employ hand-eye calibration techniques
[51], [61]–[64]. An alternative approach makes use of a tracked
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Fig. 11. Context sensing by texturing segmented model. [75] ©2002 IEEE.

calibration pattern, whose physical coordinates are known with
respect to the tracker [54], [55], [65].

In certain applications oblique-viewing endoscopes are used,
for which the viewing directions are changeable by rotating the
scope cylinder. Yamaguchi et al. [66] and De Buck et al. [67]
developed calibration procedures for such endoscopes.

2) Tracking of Flexible Endoscopes: Non-rigid endoscopes
cannot be tracked by optical tracking systems. Bricault et al.
[68] describe the registration of bronchoscopy and virtual bron-
choscopy images using only geometric knowledge and image
processing. The algorithms employed did not have real-time
capability, however, they proved to be stable when used on
recorded videos. In contrast to Bricault’s shape from shading
approach, Mori et al. [69] use epipolar geometry for image
processing. In order to improve the performance of their regis-
tration algorithm they suggest the addition of electromagnetic
tracking of the bronchoscope [70]. To achieve a fusion of the
bronchoscopic video with a target path, Wegner et al. restrict
electromagnetic tracking data onto positions inside a previously
segmented bronchial tree [71]. Some groups, for instance Klein
et al. [72], use electromagnetic tracking exclusively.

3) Endoscopy Related Visualization Issues: The augmenta-
tion of endoscopic data does not only entail fusion with other
imaging data. Konen et al. [50] suggest several image-based
methods with a tracked endoscope to overcome typical lim-
itations, such as replay of former images in case of loss of
sight, image mosaicing, landmark tracking, and recalibration
with anatomical landmarks. Krueger et al. [73] evaluate endo-
scopic distortion correction, color normalization, and temporal
filtering for clinical use.

One of the reasons for augmenting endoscope images is to
provide the anatomical context since the point of view and the
horizon are changing. Recovering each of these issues requires
a heightened level of concentration from surgeons since their
field of view is very limited and the operating surgeon gen-
erally does not move the endoscope personally. Fuchs et al.
[74] suggest provision of anatomical context by visualizing la-
paroscopic images in situ with a head-mounted display. The
necessary three-dimensional model of the surface as seen by
the laparoscope is created with a pattern projector. Dey et al.

Fig. 12. Camera-augmented c-arm (CamC) [78]. © 1999 IEEE. (a) Principle
of CamC (CamC), (b) Camera image, (c) fused image, (d) Fluoroscopic X-ray
image.

[75] project endoscope images on segmented surfaces for pro-
viding context and creating endoscopic panorama images (see
Fig. 11). Kawamata et al. [76] visualize the anatomical con-
text by drawing virtual objects in a larger area of the screen
than endoscope images are available. Ellsmere and colleagues
[77] suggest augmenting laparoscopic ultrasound images into
CT slices and using segmented CT data for improved context
sensing.

F. Augmented Medical Imaging Devices

Augmented imaging devices can be defined as imaging de-
vices that allow for an augmentation of their images without a
tracking system. The alignment is guaranteed by their geometry.

A construction for the overlay of fluoroscopic images on the
scene has been proposed by Navab et al. [78] in 1999 (see
Fig. 12). An ordinary mirror is inserted into the X-ray path
of a mobile C-arm1. By this means it is possible to place a
video camera that records light following the same path as the
X-rays. Thus it is possible to register both images by estimating
the homography between them without spatial knowledge of
the objects in the image. The correct camera position is deter-
mined once during the construction of the system. For image
fusion, one image can be transformed electronically to match
the other using the estimated homography. The system provides
augmented images without continuous X-ray exposure for both
patient and physician. The overlay is correct until the patient
moves relative to the fluoroscope. A new X-ray image has to be
taken in such a case.

Tomographic reflection is a subgroup of augmented imaging
devices. In 2000, Masamune and colleagues [79], [80] proposed
an image overlay system that displays CT slices in-situ. A semi-
transparent mirror allows for a direct view on the patient as well
as a view on the aligned CT slice (see Fig. 13). The viewer may
move freely while the CT slice remains registered without any

1C-arm: Medically widespread X-ray imaging device with a C-shaped gantry
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Fig. 13. CT reflection [79]: Concept and prototypical setup. © 2005 IEEE.

tracking. The overlaid image is generated by a screen that is
placed on top of the imaging plane of the scanner. The semi-
transparent mirror is placed in the plane that halves the angle
between the slice and the screen. The resulting overlay is correct
from any point of view up to a similarity transform that has to
be calibrated during the construction of the system. The system
is restricted to a single slice per position of the patient. For any
different slice, the patient has to be moved on the bed. Fischer
et al. [81] have extended this principle to magnetic resonance
imaging.

A similar principle has been applied to create an augmented
ultrasound echography device. Stetten et al. [82], [83] proposed
in 2000 the overlay of ultrasound images on the patient with a
semi-transparent mirror and a little screen that is attached to the
ultrasound probe (see Fig. 14). The mirror is placed on the plane
that halves the angle between the screen and the B-scan plane
of ultrasonic measurements. Similarly to the reflection of CT or
MRI slices, it allows for in situ visualization without tracking. In
addition to real-time images, it allows for arbitrary slice views,
as the ultrasound probe can be freely moved.

G. Projections on the Patient

Lastly, we present systems augmenting data directly onto the
patient. The advantage of these systems is that the images are
generally visible in situ without looking through an additional
device such as glasses, HMD, microscope, loupes, etc. As an-
other beneficial feature, the user need not be tracked if visual-
ization is meant to be on the skin rather than beneath. This also

Fig. 14. Ultrasound augmentation by tomographic reflection: Sonic Flashlight
[82], [83] ©2000 IEEE.

means that such a visualization can be used for multiple users.
The simplicity of the system introduces certain limitations as a
compromise, though.

Glossop et al. [84] suggested in 2003 a laser projector that
moves a laser beam into arbitrary directions by means of con-
trolled mirrors. Trajectories of the laser appear as lines due to
the persistence of vision effect. The images are limited to a cer-
tain number of bright monochrome lines or dots and non-raster
images. The system also includes an infrared laser for interac-
tive patient digitization.

Sasama et al. [85] use two lasers for mere guidance. Each of
these lasers creates a plane by means of a moving mirror system.
The intersection of both planes is used to guide laparoscopic in-
struments in two ways. The intersecting lines or the laser on the
patient mark the spot of interest, for instance an incision point.
The laser planes can also be used for determining an orientation
in space. The system manipulates the two laser planes in such a
way that their intersecting line defines the desired orientation. If
both lasers are projected in parallel to the instrument, the latter
has the correct orientation. The system can only guide instru-
ments to points and lines in space but it cannot show contours
or more complex structures.
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Fig. 15. Simplified relationship between technology and potential benefits. Grey color indicates in situ visualization.

III. POTENTIAL BENEFITS OF AR VISUALIZATION

The crucial question regarding new visualization paradigms
is “What can it do for us that established technology cannot?”.
AR provides an intuitive human computer interface. Since in-
tuition is difficult to measure for an evaluation we subdivide
the differences between AR and ordinary display technology
in this section into four phenomena: Image fusion, 3D interac-
tion, 3D visualization, and hand-eye coordination. Fig. 15 de-
picts a simplified relationship between these phenomena and
AR technology.

A. Extra Value From Image Fusion

Fusing registered images into the same display offers the best
of two modalities in the same view.

An extra value provided by this approach may be a better
understanding of the image by visualizing anatomical context
that has not been obvious before. This is the case for endoscopic
camera and ultrasound images, where each image corresponds
only to a small area. (See paragraph II.E.3)

Another example for additional value is displaying two phys-
ical properties in the same image that can only be seen in either
of the modalities. An example is the overlay of beta probe ac-
tivity. Wendler et al. [86] support doctors by augmenting pre-
viously measured activity emitted by radioactive tracers on the
live video of a laparoscopic camera. By this means, physicians
can directly relate the functional tissue information to the real
view showing the anatomy and instrument position.

A further advantage concerns the surgical workflow. Cur-
rently, each imaging device introduces another display into the
operating room [see Fig. 16(b)] thus the staff spends valuable
time on finding a useful arrangement of the displays. A single
display integrating all data could solve this issue. Each imaging
device also introduces its own interaction hardware and graph-
ical user interface. A unified system could replace the inefficient
multitude of interaction systems.

B. Implicit 3D Interaction

Interaction with 3D data is a cumbersome task with 2D dis-
plays and 2D interfaces (cf. Bowman [87]). Currently, there is no
best practice for three-dimensional user interfaces as opposed
to 2D interfaces using the WIMP paradigm (windows, icons,
menus, and pointing).

AR technology facilitates implicit viewpoint generation by
matching the viewport of the eye/endoscope on real objects to

Fig. 16. Current minimally invasive spine surgery setup at “‘Chirurgische
Klinik’”, hospital of Ludwigs-Maximilian Universität München. (a) Action
takes place on a very different position than the endoscope display. (b) Each
imaging device introduces another display.

the viewport on virtual objects. Changing the eye position rela-
tive to an object is a natural approach for 3D inspection.

3D user interfaces reveal their power only in tasks that cannot
be easily reduced to two dimensions, because 2D user interfaces
benefit from simplification by dimension reduction and the fact
that they are widespread. Recent work by Traub et al. [88] sug-
gests that navigated implant screw placement is a task that can
benefit from 3D user interaction, as surgeons were able to per-
form drilling experiments faster with in situ visualization com-
pared to a navigation system with a classic display. Although
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the performance speed is probably not a valid metric for a med-
ical drilling task, the experiments indicate that the surgeons had
a faster mental access to the spatial situation.

C. 3D Visualization

Many augmented reality systems allow for stereoscopic data
representation. Stereo disparity and motion parallax due to
viewpoint changes (see Section III-B) can give a strong spatial
impression of structures.

In digital subtraction angiography, stereoscopic displays can
help doctors to analyze the complex vessel structures [89]. Cal-
vano et al. [90] report on positive effects of the stereoscopic
view provided by a stereo endoscope for in-utero surgery. The
enhanced spatial perception may be also useful in other fields.

D. Improved Hand-Eye Coordination

A differing position and orientation between image acquisi-
tion and visualization may interfere with the hand-eye coordina-
tion of the operating person. This is a typical situation in mini-
mally invasive surgery [see Fig. 16(a)]. Hanna et al. [91] showed
that the position of an endoscope display has a significant im-
pact on the performance of a surgeon during a knotting task.
Their experiments suggest the best positions of the display to
be in front of the operator at the level of his or her hands.

Using in situ visualization, there is no offset between working
space and visualization. No mental transformation is necessary
to convert the viewed objects to the hand coordinates.

IV. CURRENT ISSUES

We have presented different systems in this paper with their
history and implications. In this section we present current lim-
iting factors for most of the presented types and approaches to
solve them.

A. Registration, Tracking, and Calibration

The process of registration is the process of relating two or
more data sets to each other in order to match their content. For
augmented reality the registration of real and virtual objects is
a central piece of the technology. Maintz and Viergever [92]
give a general review about medical image registration and its
subclassification.

In the AR community the term tracking refers to the pose esti-
mation of objects in real time. The registration can be computed
using tracking data after an initial calibration step that provides
the registration for a certain pose. This is only true if the ob-
ject moves but does not change. Calibration of a system can be
performed by computing the registration using known data sets,
e.g., measurements of a calibration object. Tuceryan et al. [93]
describe different calibration procedures that are necessary for
video augmentation of tracked objects. These include image dis-
tortion determination, camera calibration, and object-to-fiducial
calibration.

Tracking technology is one of the bottlenecks for augmented
reality in general [10]. As an exception, this is quite different
for medical augmented reality. In medical AR, the working
volume and hence the augmented space is indoors, predefined,
and small. Therefore, the environment, i.e., the operating room,

can be prepared for the augmented reality system. Optical (in-
frared) tracking systems are already in use in modern operating
rooms for intraoperative navigation. In orthopedics, trauma
surgery, and neurosurgery, which only require a rigid body reg-
istration, available navigation systems proved to be sufficiently
accurate. King et al. [29] proved in clinical studies to have
overall errors in the submillimeter range for their microscope
based augmented reality system for neurosurgery. For the pose
determination of the real view infrared tracking is currently the
best choice. Only augmented flexible endoscopes have to use
different ways of tracking [see Section II-E2)].

As the last piece in the alignment chain of real and virtual
there is the patient registration. The transformation between
image data and patient data in the tracking coordinate system
has to be computed. Two possibilities may apply:

1) Rigid Patient Registration: Registration algorithms are
well discussed in the community. Their integration into the sur-
gical workflow requires mostly a trade off between simplicity,
accuracy, and invasiveness.

Registration of patient data with the AR system can be
performed with fiducials that are fixed on the skin or implanted
[94]. These fiducials must be touched with a tracked pointer
for the registration process. Alternatively, the fiducials can be
segmented in the images of a tracked endoscope rather than
touching them with a tracked pointer for usability reasons.
Whereas Stefansic et al. propose the direct linear transform
(DLT) to map the 3D locations of fiducials into their corre-
sponding 2D endoscope images [95], Feuerstein et al. suggest a
triangulation of automatically segmented fiducials from several
views [96], [97]. Baumhauer et al. study different methods for
endoscope pose estimation based on navigation aids stuck onto
the prostate and propose to augment 3D transrectal ultrasound
data on the camera images [98]. Using this method, no external
tracking system is needed.

Especially for maxillofacial surgery, fiducials can be inte-
grated in a reproducibly fixed geometry [29]. For spine surgery,
Thoranaghatte et al. try to attach an optical fiducial to the ver-
tebrae and use the endoscope to track it in situ [99].

Point-based registration is known to be a reliable solution in
principle. However, the accuracy of a fiducial-based registration
varies on the number of fiducials and quality of measurement of
each fiducial, but also on the spatial arrangement of the fidu-
cials [100].

Another approach is to track the imaging device and register
the data to it. This procedure has the advantage that no fiducials
have to be added to the patient while preserving high accuracy.
Grzeszczuk et al. [101] and Murphy [102] use a fluoroscope to
acquire intraoperative X-ray images and register them to dig-
itally reconstructed radiographs (DRR) created from preopera-
tive CT. This 2D–3D image registration procedure, which could
also be used in principle for an AR system, has the advantage
that no fiducials have to be added to the patient while keeping
high accuracy. By also tracking the C-arm, its subsequent mo-
tions can be updated in the registered CT data set.

Feuerstein et al. [97], [103] augment 3D images of an intra-
operative flat panel C-arm into a laparoscope. This approach is
sometimes also called registration-free [104], because doctors
need not perform a registration procedure. As a drawback such
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an intrinsic registration is only valid as long as the patient does
not move after imaging.

Grimson et al. [42] follow a completely different approach by
matching surface data of a laser range scanner to CT data of the
head. For sinus surgery, Burschka et al. propose to reconstruct
3D structures using a non-tracked monocular endoscopic camera
and register them to a preoperative CT data set [105]. For spine
surgery, Wengert et al. describe a system that uses a tracked en-
doscope to achieve the photogrammetric reconstruction of the
surgical scene and its registration to preoperative data [106].

2) Deformable Tissue: The approaches mentioned above
model the registration of a rigid transformation. This is useful
for the visualization before an intervention and for a visualiza-
tion of not deformed objects. The implicit assumption of a rigid
structure is correct for bones and tissue exposed to the same
forces during registration and imaging, but not for soft tissue
deformed by, e.g., respiration or heart beat.

A well known example breaking this assumption is the brain
shift in open brain surgery. Maurer et al. [107] show clearly that
the deformation of the brain after opening the skull may result
in misalignment of several millimeters.

There are three possible directions to handle deformable
anatomy.

1) Use very recent imaging data for a visualization that in-
cludes the deformation. Several groups use ultrasound im-
ages that are directly overlayed onto the endoscopic view
[108]–[110].

2) Use very recent data to update a deformable model of the
preoperative data. For instance Azar et al. [111] model and
predict mechanical deformations of the breast.

3) Make sure that the same forces are exposed to the tissue.
Active breathing control is an example for compensating
deformations due to respiration [112], [113].

Baumhauer et al. [114] give a recent review on the perspec-
tives and limitations in soft tissue surgery, particularly focusing
on navigation and AR in endoscopy.

B. Time Synchronization

Time synchronization of tracking data and video images is an
important issue for an augmented endoscope system. In the un-
synchronized case, data from different points of time would be
visualized. Holloway et al. [34] investigated the source of errors
for augmented reality systems. The errors of time mismatch can
raise to be the highest error sources when the camera is moving.
To overcome this problem, Jacobs et al. [14] suggest methods to
visualize data from multiple input streams with different laten-
cies from only the same point of time. Sauer et al. [17] describe an
augmented reality system that synchronizes tracking and video
data by hardware triggering. Their software waits for the slowest
component before the visualization is updated. For endoscopic
surgery, Vogt [115] also uses hardware triggering to synchronize
tracking and video data by connecting the S-Video signal (PAL,
50 Hz) of the endoscope system to the synchronization card of
the tracking system, which can also be run at 50 Hz.

If virtual and real images do not show a relative lag it means
that the images are consistent and there is no error due to a time
shift. However there is still the visual offset to haptic senses. Ware
et al. [116] investigated the effect of latency in a virtual environ-
ment with a grasping experiment. They conclude that depending

on the size of the object the latency should be ideally as little as 50
ms. Little additions in latencies may cause big decreases of per-
formance. According to their experiment and theory a latency of
175 ms can result in 1200 ms slower grasping than for immediate
feedback. This depends on the difficulty of the task. Their exper-
iments showed also a significantly larger percentage of error in
theirperformancewith 180ms latency thanwithasystemthathad
only 80 ms latency. The experiments of our group [117] confirm
these findings for a medical AR system. Therefore an optimal
system should feature data synchronization and short latency. We
proposed recently an easy and accurate way of measuring the la-
tency in a video see-through system [118].

C. Error Estimation

Tracking in medical AR is mostly fiducial-based because it
can guarantee a predictable quality of tracking, which is neces-
sary for the approval of a navigation system.

For an estimation of the overall error calibration, registration
and tracking errors have to be computed, propagated, and ac-
cumulated. Nicolau and colleagues [44] propose a registration
with error prediction for endoscopic augmentation. Fitzpatrick
et al. [100] compute tracking based errors based on the spatial
distribution of marker sets. Hoff et al. [18] predict the error for
an HMD based navigation system.

An online error estimation is a desirable feature, since physi-
cians have to rely on the visualized data. In current clinical prac-
tice, navigation systems stop their visualization in case a factor
that decreases the accuracy is known to the system. Instead of
stopping the whole system it would be useful to estimate the re-
maining accuracy and visualize it, so that a surgeon can decide
in critical moments, whether to carefully use the data or not.
MacIntyre et al. [119] suggest in a non-medical setup to pre-
dict the error empirically by an adaptive estimator. Our group
[120] suggests a way of dynamically estimating the accuracy
for optical tracking modeling the physical situation. By inte-
grating the visibility of markers for each camera into the model,
a multiple camera setup for reducing the line of sight problem
is possible, which ensures a desired level of accuracy. Nafis et
al. [121] investigate the dynamic accuracy of electromagnetic
(EM) tracking. The magnetic field in the tracking volume can be
influenced by metallic objects, which can change the measure-
ments significantly. Also the distance of the probe to the field
generator and its speed have a strong influence on the accuracy.

Finally it is not enough to estimate the error, but the whole
system has to be validated (cf. Jannin et al. [122]). Standard-
ized validation procedures have not been used to validate the
described systems in order to make the results comparable. The
validation of the overall accuracy of an AR system must include
the perception of the visualization. In the next section we dis-
cuss the effect of misperception in spite of mathematically cor-
rect positions in visualizations.

D. Visualization and Depth Perception

The issue of wrong depth perception has been discussed as
early as 1992 when Bajura and colleagues [12] described their
system. When merging real and virtual images the relative posi-
tion in depth may not be perceived correctly although all posi-
tions are computed correctly. When creating their first setup also
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Edwards et al. [28] realized that “Experimentation with intra-op-
erative graphics will be a major part of the continuation of the
project”. Drascic and Milgram [123] provide an overview of per-
ceptual issues in augmented reality system. While many prob-
lems of early systems have already been addressed, the issue of
a correct depth visualization remains unsolved. Depth cues are
physical facts that the human visual system can use in order to re-
fine the spatial model of the environment. These include visual
stimuli such as shading but also muscular stimuli such as accom-
modation and convergence. Psychologists distinguish between a
number of different depth cues. Cutting and Vishton review and
summarize psychologists’ research on nine of the most relevant
depth cues [124] revealing the relevance of different depth cues
in comparison to each other. They identify interposition as the
most important depth cue even though it is only an ordinary qual-
ifier. This means that it can only reveal the order but not a rel-
ative or absolute distance. Stereo disparity and motion parallax
are the next strongest depth cues in the personal space of up to
two meters distance in the named order. The visual system calcu-
lates the spatial information together with the depth cues of rela-
tive size/density, accommodation, conversion, and areal perspec-
tive. Especially the latest one is hardly taken into account for the
space under 2 meters unless the subject is in fog or under water.

It is the very nature of AR to provide a view that does not rep-
resent the present physical conditions while the visual system
expects natural behavior of its environment for correct depth
perception. What happens if conflicting depth cues are present?
The visual system weights the estimates according to its impor-
tance and personal experience [124].

Conflicting cues could result into misperception, adaption,
and motion sickness.

1) Misperception: If there are conflicting depth cues it means
that at least one depth cue is wrong. Since the visual system
is weighting the depth cues together the overall estimate will
generally not be correct even though the computer generates
geometrically correct images.

Especially optical augmentation provides different parame-
ters for real and virtual images resulting in possibly incompat-
ible depth cues. The effect is described as ghost-like visualiza-
tion resembling to its unreal and confusing spatial relationship
to the real world. The visual system is quite sensitive to relative
differences.

Current AR systems handle depth cues well that are based
on geometry, as for instance relative size, motion parallax, and
stereo disparity. Incorrect visualization of interposition between
real and virtual objects has already been identified to be a serious
issue by Bajura et al. [12]. It has been discussed in more detail
by Johnson [125] for augmentation in operating microscopes,
Furmanski et al. [126] and Livingston et al. [127] for an op-
tical see-through, and by our group [117] for video see-through
HMDs. The type of AR display makes a difference since rel-
ative brightness plays a role in depth perception and optical
see-through technology can only overlay brighter virtual images
on the real background. Opaque superimposition of virtual ob-
jects that are inside a real one is not recommended. Alternatives
can be a transparent overlay, wireframes, and a virtual window.
Each possibility imposes a trade off: Transparent overlay re-
duces the contrast of the virtual image, the wireframe is not

suitable for complex spatial geometry, and the virtual window
locally covers the real view. Lerotic et al. [128] suggest to super-
impose contours of the real view on the virtual image for better
depth perception.

2) Adaption: A wrong visual depth perception can be cor-
rected by learning if another sense can disambiguate the spatial
constellation. The sense of proprioception provides exact infor-
mation about the position of the human body. Biocca and Rolland
[129] set up an experiment where the point ofview ofeach subject
was repositioned with a video see-through HMD. The adaption
time for hand-eye coordination is relatively short and the adap-
tion is successful. Unfortunately, another adaption process is
started when the subject is exposed to the normal view again.

3) Motion Sickness: In the worst case conflicting visual cues
can cause reduced concentration, headache, nausea etc. These
effects have been discussed in the virtual reality and psychology
community [130].

Modern theories state that the sickness is not caused by the
conflict of cues, but the absence of better information to keep
the body upright [131]. Therefore engineers should concentrate
on providing more information to the sense of balance (e.g., by
making the user sit, unobstructed peripheral view) rather than
reducing conflicting visual cues in order to avoid motion sick-
ness. However, motion sickness does not seem to play a big role
in AR: In a video see-through HMD based experiment with 20
surgeons we [117] found no indication of the above symptoms
even after an average performance time of 16 minutes. In the
experiment the subjects were asked to perform a pointing task
while standing. The overall lag was reported to be 100 ms for
fast rendering visualizations. The remote field of view was not
covered. For less immersive AR systems than this one based on
an HMD and for systems with similar properties motion sick-
ness is therefore expected to be unlikely.

E. Visualization and Data Representation

3D voxel data cannot be displayed directly with an opaque
value for each voxel as for 2D bitmaps. There are three major
ways of 3D data representation.

1) Slice Rendering: Slice rendering is the simplest way of
rendering. Only a slice of the whole volume is taken for visual-
ization. Radiologists commonly examine CT or MRI data rep-
resented by three orthogonal slices intersecting a certain point.
The main advantage of this visualization technique is the preva-
lence of this method in medicine and its simplicity. Another ad-
vantage that should not be underestimated is the fact that the
visualization defines a plane. Since one degree of freedom is
fixed, distances in this plane can be perceived easily. Traub et
al. [88] showed that slice representations as used in first gen-
eration navigation systems have superior capabilities in repre-
senting the precise position of a target point. They also found
that for finding a target point it can be more efficient to take a
different representation of data.

When two or three points of interest and their spatial relation-
ship are supposed to be displayed an oblique slice can be useful.
Without a tracked instrument however it is cumbersome to po-
sition such a plane.

The major drawback of slice rendering is that this visualiza-
tion does not show any data off the plane. This is not a constraint
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for measuring visualizations in plane à la How far can I go with
a drill? but optimizing questions like In which direction would
a drill be furthest from critical tissue?

2) Surface Rendering: Surface rendering shows transitions
between structures.

Often these transitions are segmented and converted to
polygons. The desired tissue is segmented either manually,
semi-automatically, or automatically depending on the image
source and the desired tissue. The surface polygons of a
segmented volume can be calculated by the marching cubes
algorithm [132]. Graphic cards offer hardware support for this
vertex based 3D data. This includes light effects based on the
normals of the surfaces with only little extra computation time.

Recently ray casting techniques became fast enough on
graphic cards equipped with a programmable graphics pro-
cessing unit (GPU) [133]. As the surfaces need not be trans-
formed to polygons the images are smoother. They do not
suffer from holes due to discontinuities in the image and the
sampling is optimal for a specific viewing direction. Integration
of physical phenomena like refraction, reflexion, and shadows
are possible with this rendering technique.

As a welcome side effect of surface rendering distances and
cutting points can be calculated when visualizing surfaces.

The segmentation step is a major obstacle for this kind of
visualization. Segmentation of image data is still considered a
hard problem with brisk research going on. Available solutions
offer automatic segmentation only for limited number of struc-
tures. Manual and semiautomatic solutions can be time-con-
suming or at least time-consuming to learn. The benefit from
such visualization using an interactive segmentation has to jus-
tify the extra work load on the team.

3) Volume Rendering: Direct volume rendering [134] cre-
ates the visualization by following rays from a certain viewpoint
through 3D data. Depending on the source of data and the in-
tended visualization different functions are available for gener-
ating a pixel from the ray. The most prominent function is the
weighted sum of voxels. A transfer function assigns a color and
transparency to each voxel intensity. It may be further refined
with the image gradient. A special kind of volume rendering is
the digitally reconstructed radiograph (DRR) that provides pro-
jections of a CT data set that are similar to X-ray images.

The advantage of direct volume rendering is a visualization
that has the capability of emphasizing certain tissues without an
explicit segmentation thanks to a certain transfer function. Clear
transitions between structures are not necessary. Also cloudy
structures and their density can be visualized.

The major disadvantage used to be too slow rendering in par-
ticular for AR, but hardware supported rendering algorithms on
current graphic cards can provide sufficient frame rates on real
3D data. Currently, 3D texture based [135] and GPU acceler-
ated raycast [133] renderers are the state of the art in terms
of speed and image quality, where the latter offer better image
quality. Also the ray casting technique needs clear structures in
the image for acceptable results, which can be realized with con-
trast agents or segmentation.

F. User Interaction in Medical AR Environments

Classic 2D computer interaction paradigms such as windows,
mouse pointer, menus, and keyboards do not translate well for

3D displays in common. Bowman [87] gives a comprehensive
introduction into 3D user interfaces and detailed information
why 3D interaction is difficult. The book gives general advice
for creating new user interfaces. Reitinger et al. [136] suggest a
3D user interface for liver planning. Even though the suggested
planning is done in pure virtual space the ideas apply to AR as
well. They use tracked instruments and a tracked glass plane
for defining points and planes in a tangible way. They combine
tangible 3D interaction and classic 2D user interfaces in an ef-
fective way.

Navab et al. [137] suggest a new paradigm for interaction
with 3D data. A virtual mirror is augmented into the scene. The
physician has the possibility to explore the data from any side
using the mirror without giving up the registered view. Since the
interaction uses a metaphor that has a very similar real counter-
part, no extra learning is expected for a user.

Apart from 2D/3D issues, standard 2D computer interfaces
such as mice are not suited for the OR because of sterility and er-
gonomic reasons. Fortunately, medical systems are highly spe-
cialized on the therapy. Since a specialized application has a
limited number of meaningful visualization modes the user in-
terface can be highly specialized as well. Context aware systems
can further reduce the degree of interaction. Automatic work-
flow recovery as suggested by Ahmadi et al. [138] could detect
phases of the surgery and with this information the computer
system could offer suitable information for each phase.

V. PERSPECTIVE

After two decades of research on medical AR the basic con-
cepts seem to be well understood and the enabling technologies
are now enough advanced to meet the basic requirements for a
number of medical applications. We are encouraged by our clin-
ical partners to believe that medical AR systems and solutions
could be accepted by physicians, if they are integrated seam-
lessly into the clinical workflow and if they provide a signifi-
cant benefit at least for one particular phase of this workflow. A
perfect medical AR user interface would be integrated in such a
way that the user would not feel its existence, while taking full
advantage of additional in situ information it provides.

Generally, augmented optics and augmented endoscopes
do not dramatically change the OR environment, apart from
adding a tracking system imposing free line of sight constraints,
and change the current workflow minimally and smoothly. The
major issue they are facing is appropriate depth perception
within a mixed environment, which is subject of active re-
search within the AR community [128], [137], [139], [140].
Augmented medical imaging devices provide aligned views by
construction and do not need additional tracking systems. If
they do not restrict the working space of the physicians these
systems have the advantage of a smooth integration into the
medical workflow. In particular, the CAMC system is currently
getting deployed within three German hospitals and will be
soon tested on 40 patients in each of these medical centers.

The AR window and video-see-through HMD systems still
need hardware and software improvement in order to satisfy the
requirements of operating physicians. In both cases, the commu-
nity also needs new concepts and paradigms allowing the physi-
cians to take full advantage of the augmented virtual data, to
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easily and intuitively interact with it, and to experience this dy-
namic mixed environment as one unique and correctly perceived
3D world. We share the expectations of business analysts [141]
that the hype level of augmented reality will reach its maximum
in a few years and that medical AR will be one of its first killer
applications, saving lives of many future patients.
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