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Abstract. Augmented reality (AR) is a technology by which a user’s
view of the real world is augmented with additional information from a
computer model. AR applications require a very accurate model of the
environment (a reality model) to augment the current view seamlessly
with synthetic information (the virtual model). In this paper, we report
on the problems we encountered with image data from real exterior con-
struction sites. We discuss quality requirements for reality models in
order to be useful in AR applications, and we outline potential further
needs for reality models.

1 Introduction

With AR technologie, users can work with and examine real 3D objects while
receiving additional information about those objects or the task at hand [3,5,
6, 25]. The virtual objects need to coexist in physically plausible manners with
the real world: they occlude or are occluded by real objects, they are not able
to move through real objects, and they cast shadows on such objects.

The automatic construction of reality models is a long-standing issue in com-
puter vision research. In the context of the European CICC-project [9], we ex-
plore very applied, pragmatic approaches which are closely related to the re-
quirements of rather realistic application pilots in the exterior construction.
Other approaches towards semi-automatically generating architectural models
from images have been reported by Debevec [11] and by Faugeras [12].

1.1 Reality models for exterior construction applications

Exterior construction applications impose very demanding challenges on the ro-
bustness and usability of evolving AR technologies. Real construction sites are
huge. Information from many views, at close range and from long distances, has
to be integrated. Furthermore, construction environments are not well struc-
tured. Natural objects such as rivers, hills, trees, and also heaps of earth or con-
struction supplies are scattered around the site. Typically, no exact detailed 3D
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information of such objects exists making it difficult to generate a precise model
of the site. Even worse, construction sites are in a permanent state of change.
Buildings and landscapes are demolished, new ones are constructed. People and
construction equipment move about, and the overall conditions depend on the
weather and seasons. Reality modelling and reality tracking are thus very complex
and demanding tasks. AR applications thus need to identify suitable simplified
approaches for generating and dynamically maintaining appropriate models of
the real environment.

1.2 AR applications in exterior construction projects

The first approach augments video sequences of large outdoor sceneries with
detailed models of prestigious new architectures, such as TV towers and bridges
that will be built to ring in the new milleneum (see Figure la). Since such
video sequences are very complex, we currently pre-record the sequences and
employ off-line, interactive calibration techniques to determine camera positions.
Given all calibrations, the augmentation of the images with the virtual object is
performed live, i.e., the virtual model can be altered and transformed while it is
being seen in the video sequence.

The second approach operates on live video streams, calibrating and aug-

menting images as they come in. To achieve robust real-time performance, we
need to use simplified, "engineered” scenes.

(a) Virtual bridge across (b) Virtual wall and grid
a real river. in a real room.

Fig. 1. Interactive vs. automatic video augmentation.

In particular, we place highly visible markers at precisely measured locations
to aid the tracking process (Figure 1b). Such use of special markers is becoming
a common practice [21,24, 28, 31].
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2 Reality models

For optical camera calibration and to enforce physical interaction constraints
between real and virtual objects, augmented reality systems need to have a
precise description of the physical scene. Reality models don’t need to be as
complex as, for example, Virtual Reality (VR) models. VR models are expected
to synthetically provide a realistic immersive impression of reality. Thus, the
description of photometric reflection properties and material textures is crucial.
AR, on the other hand, can rely on live optical input to provide a very high sense
of realism. However, AR reality models have to be much more precise than VR,
models since users have an immeditate quantitative appreciation of the quality
of the integration between reality and augmentations.

2.1 Use of existing models

The most straightforward approach to acquiring 3D scene descriptions is to use
existing geometric models, such as CAD data, output from GIS systems, and
maps.

(a) Building under construction (b) Virtual model

Fig. 2. Building under construction at the Expo 98 site in Lisbon.

Once a building has entered the construction phase, the virtual model of the
building itself can begin serving as a reality model, as shown in Figure 2.

Yet, they cannot always be used for AR. The data in CAD models doesn’t
necessarily coincide with discernible features in images. Furthermore, the models
often don’t describe the evolving reality of a construction site in enough detail.

2.2 Manual approach

The manual approach involves obtaining 3D measurements within the real world,
using data bases and physical instruments. The 3D data points are entered into a
small model. The approach works well when only very sparse reality models are
needed but it cannot be used to generate elaborate descriptions of the real world.
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Figure 3a shows a thus generated reality model of our ”tracking laboratory”, a
room with several carefully measured targets on its walls.
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(a) Laboratory setup. (b) At a real construction site.

Fig. 3. Example and use of manually created reality models.

Figure 3b shows use of a similar simplistic reality model of a small area at
the Bluewater construction site in Kent, UK. The model data was collected with
a 3D laser pointer that was attached to a differential GPS system. The location
of the upper right corner of each black square was determined by orienting the
3D laser pointer at the square, thus yielding the orientation and distance (time-
of-flight) between the square and the pointer.

Yet, the approach is prohibitively time-consuming, if thousands of points
are to be measured this way to generate suitable surface approximations for
occlucion handling. Furthermore, the approach depends upon the availability
of professionals and special equipment. Thus, models cannot be expected to be
obtainable on short notice.

2.3 Interactive approach

In the European CICC project, we build a very sparse initial model of a landscape
from external information such as maps and geodesic measurements. Our system
helps us to interactively extend this model by superimposing it on a calibrated
image. Models of new objects can then be entered into the model, using their two-
dimensional position in a map and estimating their height from their alignment
in several images.

From this model, we generate an initial camera calibration for a few site
photos, interactively indicating how features in the image relate to the model
(see Figure 4a).

Once an image has been successfully calibrated, the model is overlaid on the
image, showing good alignment of the image features with the model features.
Figure 4b illustrates the calibrated insertion of a new house into the model, using
an initial much too large guess for the height of the building.
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(a) Initial model. (b) Interactively extended model.

Fig. 4. Interactively created and extended reality model of the city of London.

2.4 Towards automatically generated models

Computer vision techniques are designed to automatically acquire three-dimensional
scene descriptions from image data. Much research is currently under way, ex-
ploring various schemes to optically reconstruct a scene from multiple images,
such as structure from motion [2,12,29,32], (extended) stereo vision [11,18, 20],
and photogrammetric techniques [17].

In the context of the European project Cumuli [10], we explore to what extent
automatically generated scene models can support AR and VR applications. In
collaboration with INRIA and Lund University, we are developing and testing
tools which exploit epipolar relationships between features in several images,
geometric constraints on architectural structures, as well as city maps, to deter-
mine a set of progressively more precise projective, affine and finally euclidean
properties of points in the three-dimensional scene.

Figure 5 shows a reconstructed model of the Arcades of Valbonne. Figure
5a shows the reconstructed geometric model. In Figure 5b, the model has been
enhanced by mapping textures from the original image data onto the surfaces.
Figure 5c¢ illustrates how photo of the area can be augmented with synthetic
objects, such as a Ferrari, once the images have been analyzed and calibrated.

2.5 Range data models

Alternatively to motion-based scene recognition, the RESOLV project uses three-
dimensional range sensors to conduct a 3D survey of a building. The environment
is scanned from a number of capture positions and reconstructed into a model,
unifying measurements from all viewing positions (Figure 6). Surfaces are rec-
ognized by processing the range data and are textured from camera images.

2.6 Use of reality models for camera calibration

Precise camera calibration is a key issue in AR. Calibration algorithms are in-
herently sensitive to noise and to specific alignments of features in the reality
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(c) 2D picture of the plaza, augmented with a Ferrari.

Fig. 5. Automatically generated model of the arcades of Valbonne.

model. For example, houses in cityscapes tend to be aligned along a road or river.
Many target features are thus approximately coplanar — considering a distance
of several hundred meters between the camera and the houses — and cannot sup-
ply good 3-dimensional depth cues for camera calibration. In our work, we are
emphasizing pragmatic concepts to cope with such real problems.

— Reality models should use targets in a nicely spread three-dimensional vol-
ume. For example, the inclusion of distant high rises and power poles in a
model can greatly stabilize calibration results. The targets also need to be
easily detectable and precisely locatable in image data.

— To help users correctly position image features, our system determines au-
tomatically which image feature currently has the largest influence on a
calibration misalignment. By moving that feature by one pixel up, down,
left, or right, a new calibration generates a much smaller mismatch between
image features and projected scene features.

— We use as much externally available information as available, such as known
internal camera parameters. Our algorithm can be further constrained when
the approximate camera location and orientation is known from other track-
ing devices [19].
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Fig. 6. a) RESOLV trolley b)Automatically generated model of part of the interior of
the Royal Institute of Chartered Surveyors, London.

3 Augmenting reality

With AR, such virtual geometric objects can be integrated into the real envi-
ronment during all phases of the life cycle of a building. Before the construction
project is started, AR can support marketing and design activities to help the
customer visualize the new object in the environment (Figure 7). During con-
struction, AR can help evaluate whether the building is constructed according
to its design (Figure 8).

il

(a) Original scene. (b) Augmented with planned footbridge.

Fig. 7. Side view of a new footbridge, planned to be built across the river Wear in
Sunderland, UK.

After the construction is completed, maintainance and repair tasks benefit
from seeing hidden structures in or behind walls (Figure 9).
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(a) Original image. (b) X-Ray view into the wall.

Fig. 9. Seeing the piping in the wall.

3.1 Occlusion handling using geometric reality models or depth
maps

Occlusions between real and virtual objects can be computed by geometric ren-
dering hardware by first drawing the reality model transparently and then ren-
dering the virtual objects. Other mixing approaches initialize the Z-Buffer from
depth maps obtained with a laser scanner or stereo computer vision. As a re-
sult, the user sees a picture on the monitor that blends virtual objects with
live video, while respecting 3D occlusion relationships between real and virtual
objects (Figure 10).

3.2 Simulation of illumination effects and physical constraints

Objects in the real world not only determine their own shading, they also have
an influence on the appearance of other, distant objects by means of shadows
and reflections [14].
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Fig. 10. Virtual London bridge reflecting in the real water (partially occluded by the
houses at the far side of the Thames).

With the availability of reality models, the geometry of shadows cast by
virtual objects onto real ones can be computed [28]. Reflections are a more
difficult topic that can be solved for many useful special cases, such as reflections
of virtual objects in planar real mirrors (Figure 10). Difficult to handle are
reflective virtual objects, as in general they would have to reflect things from
the surrounding environment that are not visible in the image. Rendering the
reflections from the real environment onto virtual objects requires the availability
of a high-quality reality model.

For an augmented world to be realistic the virtual objects not only have to
interact optically with the real world, but also physically. This applies to virtual
objects when animated or manipulated by the user. For example, a virtual chair
shouldn’t go through walls when it is moved, and it should exhibit gravitational
forces [7]. Given a reality model, this behavior can be achieved using collision
detection and avoidance systems that are known from Virtual Reality systems
[35].

These two laws make up the most important physical constraints. A full
physical simulation including more aspects of the interaction between real and
virtual objects, such as elastic behavior and friction, would be desirable. For off-
line applications this is possible if enough information about the virtual objects
and a complete enough reality model is available. For real-time applications most
simulation systems are not fast enough. Yet, even simple implementations of the
above rules will make the system much more realistic.
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4 Future work

So far, we have used reality models for camera calibration, occlusion handling
and a simple analysis of light reflections from virtual onto real objects. Yet, the
concept of generating, using and updating reality models within AR applications
goes far beyond this. We will now briefly allude to two other relevant aspects of
AR that we expect to become important in the future.

4.1 Leaving reality behind

Augmented reality and virtual reality are not two discrete alternatives but rather
part of a spectrum of mixed realities [25] with full virtual reality on one end and
full physical reality on the other. Augmented Reality is in the middle, combining
the best of both worlds. But sometimes it might be desirable to lean more in
one direction or the other.

Since registered augmented reality by concept needs real images, its freedom
of movement is limited to the places where an image recording device (possibly
a human eye) can go. Virtual reality on the other hand allows complete freedom
of movement, as computer generated images can be generated for every possible
viewpoint. It may sometimes be desirable to leave the augmented reality be-
hind and switch into the virtual reality to take a look from a point where it is
physically impossible to go, e.g. from above.

When leaving reality behind, the view has to be constructed entirely from
synthetic information, i.e., from the reality model plus new virtual objects. A
very promising area of current computer graphics research in this direction is
image based rendering [8,15,22,23], which strives towards generating images
from new viewpoints given some images from other viewpoints. A future system
might employ a camera to record images while viewing the augmented scene and
using them to incrementally refine the reality model. The ever-improving reality
model allows the system to render increasingly realistic synthetic images from
places that have not been visited by the user.

4.2 Diminishing reality

Many construction projects require that existing structures be removed before
new ones are built. Thus, just as important as augmenting reality is technology
to diminish it.

Figure 11a shows one of several pictures of TV-towers on Monte Pedroso near
Santiago de Compostela, Spain. Prior to augmenting the image with a model
of a new TV tower, the existing towers need to be removed (Figure 11b). To
this end, a part of the sky has to be extrapolated into the area showing the
TV-towers and the barracks. Then the new tower can be put into place (Figure
11c).

We currently use interactive 2D tools to erase old structures from images
(Figurel4). This approach can only be used for static, individual photos, but
not for video sequences from a live, dynamically moving camera.
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(a) Original image. (b) Diminished reality. (c) Augmented reality.

Fig.11. Monte Pedroso near Santiago de Compostela, Spain.

In principle, the problem of diminshing reality consists of two phases. First
expiring buildings have to be identified in the image. When such structures are
well represented in a reality model, they can be located by projecting the model
into the image according to the current camera calibration.

The outdated image pixels then need to be replaced with new pixels. There
is no general solution to this problem since we cannot know what a dynamically
changing world looks like behind an object at any specific instant in time — unless
another camera can see the occluded area. Yet, some heuristics can be used
to solve the problem for various realistic scenarios. We can use morphological
operators to extrapolate properties of surrounding ”intact” areas (e.g: a cloudy
sky) into outdated areas. Furthermore, when a building is to be removed from
a densely populated area in a city, particular static snapshots of the buildings
behind it could be taken and integrated into the reality model to be mapped as
textures into the appropriate spaces of the current image. First results of such
”X-ray vision” capabilities are shown in Figure 9b.

For video loops of a dynamically changing world, computer vision techniques
can be used to suitably merge older image data with the new image. Faugeras et
al. have shown that soccer players can be erased from video footage when they
occlude advertisement banners: For a static camera, changes of individual pixels
can be analyzed over time, determining their statistical dependence on camera
noise. When significant changes (due to a mobile person occluding the static
background) are detected, "historic” pixel data can replace the current values
[36].

We use geometric constraints to compute pixelwise correspondences between
regions in several images that outline a particular object (Figure 15). From such
correspondances, we can trace specific points on the object across all images and
we can decide in which images it is visible or occluded. Accordingly, occluded
pixels can be replaced by visible ones, effectively removing the occluding object
from the image. In more general schemes using mobile cameras, such techniques
can lead towards incremental techniques to diminish reality. While moving about
in the scene, users and cameras see parts of the background objects. When
properly remembered and integrated into a three-dimensional model of the scene,
such ”old” image data can be reused to diminish newer images, thus increasingly
effacing outdated objects from the scene as the user moves about.
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Fig.12. Automatic removal of a lego block.

5 Conclusions

Reality models are a crucial aspect of Augmented Reality work. Implicitly or
explicitly, every AR application relies on knowledge about its surroundings in
order to augment the reality appropriately. As reported in this paper, manual
and semi-automatic techniques are commonly used to set up the models — a time
consuming and complex task. Tools to automatically generate such models, e.g.,
via computer vision algorithms will greatly improve the quality and flexibility of
AR applications. As a first step, the off-line generation of static scene descriptions
will suffice. Yet, the long-term goal must be to automatically update and improve
the models in real time while the application takes its course. At that point, AR
applications will be able to deal with moving people and objects in the scene,
such as objects that are being disassembled as part of the task. Users will also be
able to temporarily leave reality behind to explore aspects otherwise unreached.
Furthermore, they will not only be able to augment reality but also to diminish
it, virtually removing objects by showing what is behind them — according to
the current 3D information in the reality model.
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Sources of graphical material

Sunderland Newcastle, UK (with Ove Arup and Partners): Figures 1la and
7a,b show a picture of the river Wear, Sunderland Newcastle, UK. The bridge
model was provided by Sir Norman Foster and Partners.

Thames river, London, UK (with Ove Arup and Partners): Figures 4a,b,
and 10 show pictures of the river Thames, London near St. Paul’s Cathedral. The
3D model of a designed milleneum footbridge was provided Sir Norman Foster
and Partners. The model was acquired for the CICC project by Ove Arup and
Partners.

Bluewater Kent, UK (with Bovis and Trimble Navigation Limited): Fig-
ures 3b and 8b show a picture from a video sequence.

Santiago de Compostela, Spain (with Ove Arup and Partners): Figures
11a,b,c show a picture of Monte Pedroso near Santiago de Compostela, Spain.
The model of the TV-tower was provided by Sir Norman Foster and Partners.

Gmunder Strale, Munich, Germany (with Philipp Holzmann AG, Ger-
many): Figures 1b and 9a,b show indoor pictures of a bathroom under construc-
tion. Figure 8a shows an outdoor snapshot.

Valbonne, France (with INRIA Sophia-Antipolis): Figures 5a,b,c show a
picture and a reconstructed model of the Arcades in Valbonne, France.

Royal Institute of Charted Surveyors, London, UK (work by U. Leeds,
JRC and BICC): Figure 6 shows pictures of the RESOLV trolley and the re-
constructed model of the Royal Institue of Charted Surveyors. Courtesy of the
RESOLV project.
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