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ABSTRACT

Multi-touch interfaces have been a focus of research in recent years,
resulting in development of various innovative UI concepts. Sup-
port for existing WIMP interfaces, however, should not be over-
looked. Although several approaches exist, there is still room for
improvement, particularly regarding implementation of the “hover”
state, commonly used in mouse-based interfaces.

In this paper, we present a multi-touch system which is designed
to address this problem. A multi-touch table based on FTIR (frus-
trated total internal reflection) is extended with a ceiling-mounted
light source to create shadows of hands and arms. By tracking these
shadows with the rear-mounted camera which is already present in
the FTIR setup, users can control multiple cursors without touching
the table and trigger a “’click” event by tapping the surface with any
finger of the corresponding hand.

An informal evaluation with 15 subjects found an improvement in
accuracy when compared to an unaugmented touch screen.

Categories and Subject Descriptors

H.5.2 [Information interfaces and presentation]: User Interfaces—

Input devices and strategies (e.g., mouse, touchscreen)

Keywords

direct-touch, mouse emulation, tabletop interfaces, shadow track-
ing, multi-touch, FTIR

1. INTRODUCTION

In recent years, multi-touch capable input systems have increas-
ingly been a focus of research in the Ul community. Most of these
systems can be categorized as direct-touch input devices, allowing
the user to manipulate data objects directly on the display. In con-
trast, however, a large majority of input devices in everyday use are
still indirect-touch devices like laptop touchpads. Moreover, like
the plain computer mouse from which they have evolved, they sup-
port only a single point of interaction. Owing to this omnipresence
of mice and mouse-like devices, a great percentage of existing and
emerging software is based on established Ul paradigms like, e.g.,
WIMP interfaces.

Ideally, all software that is to be used on a multi-touch system
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Figure 1: User controlling two cursors that are independent
in position and orientation. The right hand’s cursor is in the
”hover” state (blue), while the left hand’s cursor was switched
to click” state (red) by touching the surface.

should natively provide support for these new input possibilities.
However, any current setup will likely run a mix of multitouch and
legacy WIMP applications, e.g. a web browser. To provide easy
access to this large existing software base, a multi-touch system
should offer backwards compatibility to mouse-based applications,
while at the same time providing the full range of input data to
multitouch-enabled software.

One of the challenges posed by this goal is that most current
multi-touch systems provide less data on certain aspects of the users’
actions than a mouse does. These systems usually report only one
kind of interaction, a touch of the surface, which is generally inter-
preted to have the same function as a button click. With a mouse,
on the other hand, it is possible to interact by only moving the
pointer on top of an object without clicking, a technique known
as hovering. Another problem is inherent to the concept of direct
touch. When touching the surface, the finger itself typically oc-
cludes dozens of pixels. Particularly when aiming for small targets
like, e.g., window handles, this greatly reduces the accuracy with
which such an interface can be operated.

In this paper, we present a multi-touch system which is designed
to address these problems. A multi-touch table based on FTIR
(frustrated total internal reflection) is extended with an additional
infrared light source mounted at the ceiling. This light source causes
hands and arms to cast clearly defined shadows on the table sur-
face. The rear-mounted infrared camera that is already available
in the FTIR system can be used to track these shadows to provide
proximity and orientation data for each hand. Using this data, the
system can provide an independent pointer for each user’s hand that
can be moved without touching the table. Subsequently, a “click”



event can be triggered by touching the surface with any finger of the
corresponding hand (see Figure 1). We have conducted an informal
user evaluation with 15 subjects regarding the accuracy of our sys-
tem and found it improved over an unaugmented touch screen.

2. RELATED WORK

The subject of how to accurately control a pointer on a direct-
touch screen has already been investigated. In this section, we
will look at existing approaches to enable direct-touch support for
mouse-based applications, especially with respect to support for
the fundamental UI states ("tracking/hover” and “dragging/click’)
noted by Buxton et al. [8].

Esenther et al. [9] present a solution which is based on the
DiamondTouch [3] interaction surface and takes advantage of the
multi-touch capability. Their Fluid DTMouse requires the user
to touch the surface with two fingers simultaneously to control
the mouse cursor, which is placed in the middle between the two
contact points. Tapping with a third finger triggers a click. This
technique allows to distinguish between hovering and clicking and
also solves the occlusion problem. However, while effective, these
methods might not be as intuitive to the first-time user as a simple
”point-and-tap” interface. For any kind of interaction, they require
the users to touch the surface while moving their fingers, which
may grow tiresome over time.

In a similar approach, Benko et al. [11] present several differ-
ent dual-finger interaction techniques that allow the user to control
the cursor with one hand while slowing down or freezing it with
the second hand to enable accurate positioning. They also present
a technique called SimPress which distinguishes between "hover”
and "touch” states by analyzing the shape of the finger contact area.
In an extensive user study, they found significant advantages over a
plain touchscreen.

A different solution is offered by the SMARTBoard [1]. Their
system provides a dedicated “hover” button to switch into a state in
which the user can move the pointer without triggering further in-
teraction. Frequent mode switches are likely to be time-consuming,
however, as they require the user to direct her or his attention to a
completely different part of the UL

Three other direct-touch systems which should be mentioned
here are Wilson’s TouchLight [10] and PlayAnywhere [6] as well
as Rekimoto’s SmartSkin [12]. Although all three systems provide
proximity data about users’ hands, this feature has seen little use
regarding pointer control. A possible reason is that they do not
provide unambiguous differentiation between “touch” and “hover”
states but instead have to rely on a threshold value. Users are there-
fore likely to trigger a click event before they actually touch the
surface, which may be confusing.

Malik et al. [5] present a system which does not provide di-
rect interaction, but offers a gesture-sensitive touchpad instead. Al-
though it cannot deal with multiple users, the system offers two-
handed input for a single user. It relies on a calibrated stereo cam-
era, however, thereby significantly increasing the complexity of the
system.

Han has presented an FTIR-based [7] direct-touch system which
has contributed to the large research interest in multi-touch due to
its easy construction from common off-the-shelf components, low
price and back-projection support.

As our system is based on FTIR, we will include a more detailed
description here. FTIR works by guiding infrared light through an
acrylic glass sheet placed in front of a projection surface. The light
rays are subject to total reflection at the air-material interface and
are transported through the plate similar to an optical fiber. If a
soft, dense material like skin touches the surface, however, total
reflection is interrupted and the light illuminates the contacting ob-
ject, which is now visible on the back side as a bright spot (see
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Figure 2: FTIR principle

Figure 2). As mentioned by Han, this setup also does not provide
proximity data.

3. TISCH' SYSTEM DESCRIPTION

We share the opinion that a multi-touch system can greatly ben-
efit from supporting common mouse-based software. Our solution
to the problems mentioned above is an extension to an FTIR-based
interactive table that allows the user(s) to control an independent
pointer with each hand. It is not necessary to keep contact with the
surface for this kind of interaction, moving the hand above the table
is sufficient. The surface only has to be touched if a click event is
meant to be triggered.

The central element of our system is a multi-touch table (TISCH")

that provides room for 4 to 6 concurrent users.
A frosted glass plate of about 1.10 x 0.7 m is used as a back-
projection surface. It is mounted on a robust aluminium frame
which contains a projector, an infrared camera and a computer. An
acrylic glass sheet placed on top of the projection area has 70 in-
frared LEDs attached around its rim to provide multi-touch input to
the computer via an IR camera.

To gather proximity information, our goal was to create distinct
shadows of objects on and above the surface. We have therefore
mounted an additional infrared light source at the ceiling above
the table. While this increases the complexity of the system and re-
duces its mobility, interactive tables tend to be stationary equipment
which could be integrated into existing conference room tables or
placed in a public area as an information booth. An additional over-
head light should therefore be easy to add to such a setup.

As the illuminated areas of the surface should not interfere with
the bright spots from the FTIR system, the top light source and
the side-mounted LEDs are switched on alternatingly for odd- and
even-numbered camera frames, thereby providing two consecutive
images which will be referred to as shadow and contact image (see
Figure 4). As this reduces the effective frame rate by a factor of
two, a fast camera of at least 60 FPS should be used to provide a
smooth user experience. To ensure accurate synchronization with
the camera, a small circuit based on a PIC18 microcontroller acti-
vates the two light sources in turn and supplies them with a pulsed
control current to increase total light output.

Building the top light source presented some unexpected chal-
lenges. To create hard shadows, a point light source is the ideal
choice. We therefore evaluated a point light source first, consisting
of a cluster of 16 infrared LEDs at different angles to be suspended
over the center of the table. Unfortunately, this setup failed to illu-
minate more than a small fraction of the surface directly below the
light source.

The reason for this effect is that light from above has to pass a total
of four material-air interfaces (see also Figure 2). If each layer re-
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Figure 3: hardware setup

flects 15% of incoming light (a conservative assumption), the total
intensity arriving at the camera already drops to (1—0.15)* ~ 52%
of emitted light. The reflected percentage increases with decreas-
ing angle of incidence according to Fresnel’s equations. Below the
critical angle of about 41°, the light transmission even drops to zero
because total reflection takes effect and all light is captured in the
topmost plate.

As a single point light source proved insufficient to illuminate the
entire surface, we switched to a regular grid of 28 LEDs. Each
LED is oriented straight downwards and mounted at a distance of
25 cm to the others. Considering the LEDs’ beam width of about
20°, their intensity falloff and a distance of 1.50 m between surface
and light source, the overlapping spotlights provide a sufficiently
uniform illumination of the table with easily discernible shadows.
For a schematic of the entire hardware setup, see Figure 3.

On the software side, we aimed for a clean separation between

the input system and the end user application.
The raw camera images are acquired and analyzed in a background
process. After a shadow/contact image pair has been read from the
camera, both images are segmented into disjoint blobs by back-
ground subtraction, thresholding and erosion for noise removal.
Size (pixel count), centroid, major and minor axes and outermost
points along the major axis are now calculated for each remaining
blob which is larger than the minimum size.

In a second step, illustrated in Figure 4, every touch point from
the contact image is associated with its nearest shadow. Ambigui-
ties between closely spaced touch points can now be resolved. Af-
ter all data for the different blobs has been calculated, the positions
are transformed by a homography [4] in a final step to compensate
for the projective distortion between projector and camera image.
This homography is calculated separately with a calibration tool
using four point correspondences that are gathered by tapping four
crosshairs in the screen corners. The transformed data for each
blob is finally sent to the application(s) as a UDP packet for each
processed image pair.

As a proof-of-concept and as a basis for the informal evaluation
described in the next section, we use an application that displays an
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arrow-shaped cursor for every detected shadow (see also Figure 1).
This cursor is located near the peak of each shadow, but is shifted
by an additional offset along the shadow’s major axis. This prevents
the user’s hand from occluding the cursor. As long as the hand is
not in contact with the table, the cursor is in the "hover” state. If the
surface is touched with any finger of the associated hand, a “click”
event is triggered at the location of the cursor tip. As an additional
feedback to the user, the cursor changes color from blue to red.
This state is maintained as long as one or more fingers from this
specific hand touch the surface. When all fingers have been lifted
off again, the cursor reverts to the “hover” state. For a short video
demonstrating use of our system, see [2].

4. PRELIMINARY EVALUATION

For a first evaluation of our setup, we conducted an informal tar-

geting test. Our goal was to verify whether our system, despite its
prototype state, would be able to provide increased targeting accu-
racy through pointer feedback as noted in other publications, e.g.
by Benko et al. [11].
The targeting application requires users to activate a single ran-
domly positioned square target on the screen. After activation, the
target is replaced by a new one in a different randomly chosen loca-
tion and the task is repeated. For each of the 20 repetitions, the time
between two successful target activations and the distance from the
target center to the touch point is recorded. The target has a size
of 30 x 30 pixels, which is equivalent to a physical size of about 1
square inch on our screen.

Two different test modalities were used. In the first one, no cur-
sors were available and the target had to be directly touched with
any finger to activate it. The centroid of the contact spot was used
as touch point.

In the second test, each hand held over the table surface was aug-
mented with a cursor as described above. In this case, the touch
point was at the cursor tip.

Our 15 computer-literate test subjects (4 women, 11 men, average
age 26 years) had little prior experience with touch-screens. All
users were told to hit the targets as fast and accurately (that is,
close to the center) as possible, and in the second test, to use the
hand-controlled cursor as they would use a mouse cursor.

The results of our test confirmed our expectations. Despite no-
ticeable jitter in the cursor position, the accuracy increased by about
4 pixels: the average distance from the target center was 11.7 pix-
els for the first test, compared with 7.5 pixels for the second test.
However, the test also exposed a drawback of our system: the time
which users took to hit a target increased by a factor of two from
1.3 seconds in the first test to 2.6 seconds in the second test. Again,



this can be attributed to cursor jitter which caused users to hesitate
before tapping the target.

A notable observation during our tests was that users intuitively
took advantage of the cursor’s variable orientation, particularly when
reaching for targets close to the table edge. In this case, most sub-
jects oriented their hand parallel to the table edge so that the cursor
now pointed perpendicular to the subjects’ viewing direction in-
stead of outwards, thereby preventing occlusion.

5. CONCLUSION AND FUTURE WORK

Our system provides a useful addition to existing FTIR-based
multi-touch setups in order to provide intuitive mouse emulation,
including support for the “hover” state and precise targeting. Al-
though the required hardware slightly increases in complexity (ad-
ditional ceiling-mounted infrared light and control circuit), still only
a single camera and calibration is required.

Although our evaluation was not rigidly controlled, some con-
clusions can be drawn. Our technique is able to provide a notice-
able increase in pointing accuracy at the expense of targeting speed.
Accuracy as well as usage speed are likely to increase further when
the cursor motion jitter is reduced. To this end, a Kalman filter can
be employed to make cursor position and orientation less sensitive
to camera noise.

Moreover, the system is highly intuitive. Most users understood
the system immediately after first holding their hand over the table
surface and observing the associated cursor. This is an advantage
that should not be underestimated, as interactive surfaces are often
deployed in public or semi-public scenarios where little or no prior
instruction is available to users.

As the overhead light source currently requires a (semi-)permanent
installation, an application like a public information booth is one
of the best suited scenarios for our system. Here, a mix of legacy
software (e.g. a web browser) and multi-touch applications (e.g.
casual games) is likely to be used. While conventional applications
can then be controlled with one or more pointers as usual, multi-
touch software can be used with direct touch interaction.

However, if a mobile solution is absolutely mandatory, the light
source could be attached directly to the table like a canopy. While
the unavoidable poles might hinder users, a different solution which
relies entirely on environment light could be envisioned. In this
scenario, an existing ceiling lamp could provide the necessary illu-
mination.

Another aspect of this system is that it provides support for tan-
gible user interfaces [13]. Objects on the surface create shadows,
but no contact spots (with the exception of some very soft plastics).
These shadows could be classified according to their size and ra-
tio between major and minor axis, thereby providing, e.g., physical
handles for widgets.

Finally, we have not yet explored the possibilities which are of-
fered by our system’s ability to assign contact spots to a certain
hand. Recent laptop touchpads like those installed in MacBooks
allow the user to tap with one, two or three fingers simultaneously
to perform a left click, right click or scrolling operation. While
other multi-touch surfaces would not be able to distinguish such a
gesture from closely spaced gestures with two hands, our setup can
easily be extended to support such interactions. This could also im-
prove intuitive usability, as laptop users are probably already well
accustomed to these gestures.
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